Combining airborne electromagnetic and geotechnical data for automated depth to bedrock tracking
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A B S T R A C T

Airborne electromagnetic (AEM) survey data was used to supplement geotechnical investigations for a highway construction project in Norway. Heterogeneous geology throughout the survey and consequent variable bedrock threshold resistivity hindered efforts to directly track depth to bedrock, motivating us to develop an automated algorithm to extract depth to bedrock by combining both boreholes and AEM data. We developed two variations of this algorithm: one using simple Gaussian or inverse distance weighting interpolators, and another using ordinary kriging and combined probability distribution functions of input parameters.

Evaluation shows that for preliminary surveys, significant savings in boreholes required can be made without sacrificing bedrock model accuracy. In the case study presented, we estimate data collection savings of 1000 to 10,000 NOK/km (c. $160 to $1600 USD/km) would have been possible for early phases of the investigation. However, issues with anthropogenic noise, low signal, and uncertainties in the inversion model likely reduced the comparative advantage that including AEM provided. AEM cannot supersed direct sampling where the model accuracy required exceed the resolution possible with the geophysical measurements. Nevertheless, with the algorithm we can identify high probability zones for shallow bedrock, identify steep or anomalous bedrock topography, and estimate the spatial variability of depth at earlier phases of investigation. Thus, we assert that our method is still useful where detailed mapping is the goal because it allows for more efficient planning of secondary phases of drilling.

© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Using geophysical methods in geotechnical site investigations for transport corridors is common practice. Compared to direct sampling methods (i.e. drilling, excavation), subsurface data can be acquired with much fuller coverage at a much lower cost. However, to date, such techniques have been generally limited to localized surveys using ground-based techniques. This includes seismic methods (Michaels, 1999, 2004; Rucker, 2000), ground penetrating radar (Nichol and Reynolds, 1999), and geoelectric methods including electrical resistivity tomography (ERT) and electromagnetics (EM) (Ngan-Tillard et al., 2010; Sauvin et al., 2013; Solberg et al., 2012). While the use of airborne systems is apparently rare for surface transport projects, Pfaffhuber et al. (2010) and Okazaki et al. (2011) document recent examples where airborne electromagnetic (AEM) surveys were used for tunnel pre-investigations.

Regardless of the scale of the geophysical survey, the cost-saving potential of the technique is impeded by difficulties in interpretation. Geophysical properties of a lithological unit may show regional trends, yet they are site-specific and may be locally heterogeneous (Beamish, 2013), meaning extracting a useful final product is not straightforward. The traditional approach is knowledge-based (cognitive) modeling, where practitioners manually take into account multiple data sources such as boreholes, surface observations, and geophysical surveys to construct a model. Recent examples such as Foged (2014) and Jørgensen et al. (2013) show that this approach can still be useful because they produce more nuanced models than more automated methods; however, they are subjective, difficult to repeat, and time-consuming to produce. Constrained inversion is more repeatable and objective, but limited to cases with very simple geology and a narrow scope of required engineering parameters (Chouteau et al., 2013; Foged et al., 2014). In more complex geological settings, combining unconstrained inversion results with other data sets using geostatistical techniques to determine appropriate cutoff values is often more appropriate, as demonstrated by studies in sedimentary settings such as He et al.
(2014), and Strebelle (2002). Also using artificial neural networks has proven useful for such settings (Gunnink et al., 2012).

Our study was motivated by one such example in engineering geophysics where extracting a useful quantitative model proved challenging. A 30 km section of the E16 highway northeast of Oslo, Norway is scheduled for reconstruction (Fig. 1). An AEM survey was used to, among other aims, map depth to bedrock and to fill in data gaps between drilling locations. While the resulting resistivity model and borehole logs showed similar trends, the resistivity at known bedrock locations varied between 60 and 2000 Ωm for reasons discussed in Section 2 (Field Data). Using a single-valued resistivity threshold produced a model that only partially matched ground truth data. Similarly, the time-consuming cognitive approach of manually creating a surface that matched both borehole depths and trends in the resistivity model also gave a model with unknown uncertainty. An example cross-section showing these early modeling efforts is shown in Fig. 2. In order for AEM surveys to successfully reduce the number of boreholes and excavations needed for geotechnical site investigations, we required an interpretation method that gave us more reliable model results.

This paper presents a new bedrock depth tracking algorithm to address this problem. By combining AEM inversion models and borehole data, this method should:

1. Account for variable bedrock threshold resistivity;
2. Quantify the uncertainty of prediction; and
3. Limit manual input from user (i.e. be automated).

By cross-validating the method using subsets of borehole data, we evaluate the potential cost savings in site-investigations of this type using AEM.

2. Field data

Our intention with this article is to describe and discuss the integration of AEM and geotechnical data rather than a detailed description of the survey details or results. We thus only briefly introduce the project, survey and processing and inversion details. A more detailed treatment of these can be found in Anschütz et al. (2014).

The section of road surveyed spans an area with primarily glacial sediments underlain by Precambrian bedrock. Deglaciation last occurred 9000–10,000 years ago, and various glaciomarine, glaciofluvial, and modern fluvial deposits have since formed (Andersen, 1979; Norwegian Geological Survey, 2014; Ramberg et al., 2008). A map of surficial sediments is provided in Fig. 3. Based on borehole logs, glaciomarine clay is the dominant material, with some layers of silt. In large areas the clay is sensitive or quick through the entire overburden thickness. The bedrock here is part of the Gothian Orogenic belt referred to either the Romerike District or Åmål-Horred belt (Ramberg et al., 2008; Starmer, 1996). The region is dominated by a variety of supracrustal granitoid rocks, ranging from biotite-rich gneisses and mica schist, with amphibolite and hornblende gneiss appearing to a lesser degree (Ramberg et al., 2008). Despite having a somewhat heterogeneous composition (being a layered gneiss), these are all grouped into a single unit on the geological map (Norwegian Geological Survey.

Fig. 1. Location maps for data collected for the E16 highway upgrade site investigation, with inset map showing location relative to Oslo, Norway.
Furthermore, there are no major geological contacts intersected by the survey. The closest is a major shear zone between the Romerike District and the older Trans-Scandinavian Igneous Belt (TSIB) which is 6 km northwest of the zone with overlapping AEM and borehole data (Ramberg et al., 2008; Starmer, 1996). Hence, while local variations in resistivity due to gneissic layering are expected, no sharp regional-scale boundaries in bedrock resistivity should be present.

While there are variations within overburden and bedrock material, conditions are nevertheless conducive to bedrock mapping with AEM. The area was presumably scoured bare by glaciation and most
sediments are allochthonous rather than in-situ. Therefore, the geometry of the contact between bedrock and overburden should presumably be quite sharp. Second, the magnitude of resistivity difference between bedrock and overburden is sufficiently large. Norwegian glaciomarine clays generally range from 1 to 100 $\Omega$ m (Rømoen et al., 2010; Solberg et al., 2012), and though no previous EM or resistivity measurements in this project area were encountered, Palacky (1987) states that nearly all unweathered metamorphic and igneous rocks have resistivities between 1000 and 100,000 $\Omega$ m. Hence, given the sharp geological contact and large difference in resistivites that are likely to occur in the area, the bedrock depth should be well-defined in our resistivity model despite variations in what resistivity value that transition occurs at.

The AEM survey was conducted with the SkyTEM 302 system using a 314 $m^2$ frame with two turns in the high moment and one turn in the low moment to obtain high near surface resolution. A general description of the system can be found in Sørensen and Auken (2004). A total of 178 line-km was flown in three consecutive days in January 2013. Three parallel lines with a spacing of 25 m were flown along the planned road corridor. Additional lines with nominal spacing 125 m covered two river crossings: 15 lines near Vorma/Vormsund, and 9 lines near Uåa (Fig. 1). Raw data were processed using the Århus workbench (www.aarhusgeo.com). Significant portions of the raw data were rejected for several reasons, either due to anthropogenic noise (primarily electrical transmission lines) or due to low signal from shallow or very resistive bedrock. Both layered and borehole-constrained inversions were attempted, but produced unsatisfactory results. This judgment was based on high residual values, poor fit with data, poor match with borehole measurements, and unrealistic configurations given what is known about the geological environment. Instead, using a smooth, a 1-D stitched spatially constrained inversion (sometimes called a “pseudo-3D” inversion) (Viezzoli et al., 2008) with fixed layer depth produced the best results. The final model used has 20 layers of logarithmically increasing thicknesses, ranging from 1.5 to 12.4 m. While the smoothed model better accounted for the complex geometry of overburden sediments, the smoothing may also contribute to the apparent variation in the bedrock threshold resistivity. Even in this model, however, the inversion method had difficulty converging on a resistivity value in many locations, leaving approximately 35% of AEM soundings with an undetermined uncertainty value.

At the time of this study, 1388 borehole locations were available, 842 of which were within 125 m from one AEM sounding. Over 92% of these were rotary pressure soundings, but total soundings were dug as well. These holes have a nominal spacing of 50 m along the proposed road alignment and at the bridge crossing at Vorma, while they are 100 m or more apart everywhere else. There is some uncertainty in the depth to bedrock measurements from rotary pressure soundings because

---

**Fig. 4.** Overview of data flow and major computational steps performed by the algorithm.
densely packed gravel or glacial erratics can give a similar response as bedrock.

3. Method

Fig. 4 outlines the main computation steps of the algorithm developed. The process uses two sets of data: vertical resistivity profiles at one set of x–y coordinates (AEM soundings), and depth to bedrock measurements at another set of x–y coordinates (boreholes). Step 1 finds an appropriate bedrock threshold resistivity for the bedrock surface by interpolating resistivity at the measured bedrock locations. Step 2 then interpolates the chosen bedrock threshold resistivities from bedrock locations onto the AEM sounding coordinates. In Step 3, depth to bedrock is chosen at the AEM locations based on the vertical resistivity profile, threshold resistivity, and an initial guess of the depth based on nearby boreholes. Finally, depth to bedrock is interpolated on a regular grid using both borehole measurements and predictions at AEM locations in Step 4.

Two different variations of the method were developed. These both varied the interpolator used in Steps 1, 2, and 4, and the depth selection process in Step 3. Variation 1, the simpler of the two, uses weighted arithmetic means based on distance from data points:

\[
\bar{x} = \frac{\sum_{i=1}^{n} x_i \cdot w(r_i)}{\sum_{i=1}^{n} w(r_i)}
\]

where:

- \(\bar{x}\) interpolated parameter value
- \(n\) number of input data values
- \(x_i\) \(i^{th}\) data value
- \(w\) weight function
- \(r_i\) distance to \(i^{th}\) data value

Two weighting functions were tested: inverse distance weighting (IDW) and Gaussian function

\[
w_{IDW}(r) = \frac{1}{r^p}
\]

![Fig. 5. Comparison of the depth to bedrock selection methods employed in Step 3. A) Variation 1 uses simple intersection of the vertical resistivity profile and threshold resistivity. B) Variation 2 employs multiple probability distribution functions.](image)
\[ w_{\text{Gaus}}(r) = e^{-\frac{r^2}{2\sigma^2}} \]  
\[ \text{where:} \]
\[ p \quad \text{IDW exponent} \]
\[ \sigma \quad \text{correlation distance parameter} \]

In the case of 3D interpolation in Step 1, transverse anisotropy was modeled by specifying different horizontal and vertical relationships:

\[ w_{\text{IDW}}(r_{xy}, r_z) = \frac{\alpha}{r_{xy}} + \frac{1}{r_z} \]  
\[ w_{\text{Gaus}}(r_{xy}, r_z) = e^{-\frac{r_{xy}^2}{2\sigma_{xy}^2} - \frac{r_z^2}{2\sigma_z^2}} \]  
\[ \text{where:} \]
\[ r_{xy}, r_z \quad \text{horizontal and vertical distance} \]
\[ \alpha \quad \text{ratio of horizontal to vertical distance weighting} \]
\[ \sigma_{xy}, \sigma_z \quad \text{horizontal and vertical correlation parameters} \]

To select depth at AEM soundings in Step 3, Variation 1 simply finds the depth at which the vertical resistivity profile and threshold resistivity intersect (Fig. 5A). In the case where there is more than one intersection, the intersection closest to the initial depth estimate becomes the prediction used.

In Variation 2, more advanced geostatistical methods are applied. Kriging is used to interpolate in steps 1, 2, 4. While more computationally demanding, kriging has several advantages: it uses a data-derived rather than arbitrary interpolation function; it optimized interpolation weights based on data configuration; and offers a way to calculate uncertainty of the predicted value. For each kriging interpolation, two separate kriging calculations are performed: one for the model parameter, and one for the uncertainty of the parameter. An experimental semi-variogram is calculated for both, and a theoretical semi-variogram modeled using a least-squares fitting routine developed by Schwanghart (2010). Model parameter and model parameter errors are interpolated, and the kriging variance of the model parameter is also calculated. Total uncertainty of the model parameter then becomes (Pryet et al., 2011):

\[ \sigma_{\text{tot}}^2 = \sigma_{\text{krig}}^2 + \sigma_{\text{err}}^2 \]  
\[ \text{where:} \]
\[ \sigma_{\text{tot}}^2 \quad \text{total parameter variance} \]
\[ \sigma_{\text{krig}}^2 \quad \text{kriging variance} \]
\[ \sigma_{\text{err}}^2 \quad \text{variance due to model parameter error} \]

Parameter variances are thus carried through by using total variance of a model parameter in one step as the input error parameter in the next interpolation step.

In all cases, ordinary kriging in two dimensions using an isotropic variogram model is the form of kriging used. Due of the long, linear configuration of the data, automatically fitting an anisotropic variogram becomes difficult. There are relatively few pairs of data aligned perpendicular to the orientation of the planned road, meaning a reasonable variogram model cannot be fit for all directions. Furthermore, for Step 1 specifically, the assumption of data stationarity, an important

**Fig. 6.** An illustration of the variability in bedrock threshold resistivity calculated near Uåa by the tracking algorithm (Variation 1, Steps 1 & 2).
condition for kriging, does not fit well because of the strong vertical trend in resistivity. Given that the resistivity model used has depth layers with consistent thickness, the method employed by Pryet et al. (2011), wherein resistivity was kriged in 2D in each model layer separately, was adopted.

Additionally, rather than using a simple intersect, Variation 2 selects depth to bedrock in Step 3 using multiple Probability Distribution Functions (PDFs). At each AEM sounding, three two-dimensional PDFs are modeled on the resistivity-depth plane, one each for the initial depth estimate (Fig. 5Bi), the bedrock threshold resistivity (Fig. 5Bii), and the vertical resistivity profile (Fig. 5Biii). These are multiplied together to produce a combined PDF (Fig. 5Biv). This surface is integrated over small strips parallel to the resistivity axis to produce a one-dimensional probability versus depth curve. A normal distribution is then fit to this curve, and the mean and standard deviation are returned as the depth to bedrock and depth uncertainty.

Finally, we made two important choices in data handling applicable to both variations. First of all, resistivity data was transformed using a base-10 logarithm before any calculation. Given that resistivity values are distributed over several orders of magnitude, the interpolated values would have been strongly skewed by large values without the transformation. Furthermore, kriging provides the best linear unbiased estimator when data are close to normally distributed, and resistivity data is often lognormally distributed (Chilès and Delfiner, 2011). Second, all interpolation in Step 1 was performed in x–y–depth space rather than x–y–z space. Initial runs showed that x–y–z interpolation of resistivity produced a staircase-like model where layer thicknesses changed abruptly at midpoints between AEM soundings. Doing x–y–depth interpolation instead allowed layer thicknesses to vary more continuously, which was assumed to be a more realistic treatment.

After running each Variation on the full data set, the performance of the algorithm was evaluated using cross validation. We input a random number and combination of boreholes plus all of the AEM data. Then, we used the algorithm to predict the depth to bedrock at borehole locations that were not given to the interpolator, and compared the predictions to the measure depth values. We repeated this for the same subset of boreholes, but excluded the AEM data. 1500 trials were performed for Variation 1, and 500 were performed for Variation 2. Additionally, for Variation 2, standard scores of depth predictions were calculated.

Fig. 7. A) While the method used by Variation 1 to selected depth to Bedrock in Step 3 usually suffices, it fails where there are large uncertainties in input parameters. B) Variation 2’s method provides a more reliable choice in depth because these uncertainties are considered.
based on the calculated prediction uncertainty and the measured depth values:

\[ Z = \frac{d_p - d_{obs}}{\sigma_d} \]  \hspace{1cm} (7)

where:

- \( Z \) standard score of depth prediction
- \( d_p \) depth prediction
- \( d_{obs} \) measured (observed) depth
- \( \sigma_d \) estimated uncertainty of depth prediction

4. Results

When using the full set of AEM and borehole data, results from intermediary steps of either Variation show similar trends. The difference are not very large in Steps 1 and 2. Despite the dissimilar interpolation functions, the distribution of threshold resistivities selected are similar (Table 1), and have a high degree of spatial variability (Fig. 6). In Step 3, the simple intersection method used by Variation 1 gives nearly the same depth selection as the PDF method used by Variation 2. However, Variation 1 rejects at least 5% of depth selections because they are more than 20 m from the original estimate. As Fig. 7 shows, Variation 2 has a performance edge in such difficult to interpret cases.

The final depth to bedrock grids diverge significantly, however. Fig. 8 shows a zoomed in samples of the algorithms output. Both Variation 1 and 2 show that adding AEM data gives enhanced detail to the bedrock map, compared to borehole information only. However, Variation 1 does not successfully find depth to bedrock at many AEM soundings, which limits the coverage of the resulting map. Additionally, Variation 1 does not give an estimate of uncertainty, while the map from Variation 2 clearly shows the limits of certainty and how AEM reduces uncertainty (which is represented by the fading white overlay). Furthermore, the depths selected at a large distance from the boreholes vary substantially, by up to 40 m in some cases.

Despite the differing results, both Variations face two similar obstacles. First of all, while the entire calculation is automated, some time was needed to select appropriate interpolation parameters. Second, between 35% and 40% of all AEM soundings lacked a valid depth selection after Step 3. Most of these are locations where, as described in Section 2 (Field Data), raw data was rejected due to noise or low signal, or where the inverted resistivity model had too large of an uncertainty. Some of these were also due to the limitations of the contouring algorithm. Variation 1 requires an exact match between bedrock threshold resistivity and the vertical resistivity profile to find depth in Step 3, but in areas of shallow bedrock, the resistivity does not have sufficient resolution to capture this transition from sediment to bedrock. This was often the case in the northeastern portion of the survey area, where bedrock was nearly at surface and sometimes outcropping. As well, depth picks which deviated more than 20 m from the initial guess based on nearly...
boreholes were rejected as a quality-control measure, leading to additional depth pick rejections in a few isolated instances.

Evaluation of Variation 1 by cross validation shows that using AEM in this way can have a significant comparative advantage over using only boreholes to map depth to bedrock depending on the spatial distribution of boreholes. (Fig. 9A) shows that at large borehole spacings, the average error of the algorithm's depth to bedrock predictions (as expressed in root mean squared (RMS)) tends to be far less than the average error of the borehole only method. This comparative advantage decreases as borehole spacing decreases. The crossover point is at approximately 70 m, roughly half the nominal AEM survey line spacing. Below this point, integrating AEM adds more error to the depth to

![Fig. 9. Results of the cross-validation showing RMS error of the bedrock depth predictions versus mean spacing of the input boreholes. Plots compare accuracy of the models when AEM is used or disregarded, as well as the relative performance of Variations 1 and 2. B) and D) calculate RMS based only on model predictions in river valleys at Uåa and Vorma.](image)

![Fig. 10. Cross-validation shows that adding AEM data does not improve the depth to bedrock prediction at most locations (black/approximately zero). However, including AEM data improves the accuracy of the depth to bedrock prediction by up to 13 m in some locations (blue and white/negative). Reductions in accuracy by adding AEM (red/positive) are less frequent and are of a lower magnitude than the improvements.](image)
A comparison of RMS versus borehole depth showed that the interpolator has more difficulty with outliers, with depth at shallow locations being overestimated, and underestimated at deep bedrock locations. No other significant trends regarding RMS and bedrock depth were found.

Fig. 9A only shows average prediction error and does not account for spatial variation. In most locations, including AEM data does not have a substantial effect on prediction error due to the limited bedrock depth variation in between boreholes. However, in areas with steeper bedrock topography and local maxima and minima, such as the river crossing at Uåa, the comparative advantage of including AEM data versus only using borehole data increases significantly (Fig. 9B).

Evaluation of Variation 2 shows a similar effect (Fig. 9C). When comparing the combined AEM and borehole interpolators between Variations 1 and 2, the second one does appear to have a slight edge in accuracy. The crossover point between Variation 2 and kriging only using borehole depths is also similar, at 90 m mean borehole spacing. However, the average comparative advantage between using both data sets and only boreholes for Variation 1 is much larger than that seen in Variation 2. Nevertheless, the advantage is location dependent too, and produces a modestly better model in locations of difficult terrain (Fig. 10).

Variation 2 does have some weaknesses. Beyond a certain mean borehole spacing, Variation 2 completely fails. When most boreholes are further apart than the average correlation distance (or the range in the vocabulary of variogram modeling), a meaningful theoretical semi-variogram cannot be fit because the experimental one derived from the boreholes has no data for small offsets. Furthermore, standard Z-score calculations show that the prediction error estimates should be 1.6 times larger, meaning they are underestimates. No obvious spatial relationship between location and magnitude of underestimate were found. For comparison, calculating z scores for depth predictions using only boreholes and ordinary kriging gives an average score of 1.

5. Discussion

The three stated goals for the depth to bedrock tracking have been met, to varying degrees. Variable bedrock threshold resistivities ranging over more than an order of magnitude were used to select depth to bedrock from resistivity models in two different ways. While Variation 1 lacked uncertainty estimates, those computed by Variation 2 were useful for visualizing the extent of reasonable depth to bedrock predictions, despite being an underestimate. Finally, while some parameter selection is required from the users to select appropriate values for some interpolator parameters, the algorithm offers a large improvement over earlier attempts to extract depth to bedrock from these data sets.

The cross-validation performed indicates that integrating AEM in early phases of geotechnical site investigations in this way can indeed reduce site investigation costs. Fig. 9 shows that when boreholes are sparsely distributed, adding AEM data using this algorithm leads to a substantial enhancement in bedrock model accuracy. This gain in accuracy is much more substantial when data is too sparse for kriging to be possible and simple interpolators from Variation 1 must be used.

However, these figures also show the limitations of using AEM as a detailed bedrock mapping technique. At 125 m line spacing, the survey is already near the lateral resolution limit of the method. It appears that
Once borehole spacing becomes much finer than this, the algorithm continues to equally weigh the imprecise depth estimate from the resistivity model and the precise borehole measurements, resulting in an accuracy reduction rather than an improvement. This treatment may not be appropriate because the depth measurements and depth picks based on AEM have very different uncertainties associated with them. Regardless, even if this weakness is addressed, the algorithm performance cannot be expected to outperform a measured data set with a resolution that exceeds that of the geophysical method itself.

Based on estimated unit costs for boreholes and performing an AEM survey and on the average trends in Fig. 9, we have attempted to quantify the cost savings potential that AEM could have provided in this case. Fig. 11 shows unit cost (in Norwegian Kroner per square kilometer) of data acquisition as a function of the target accuracy for the final depth to bedrock model, expressed as the RMS error. Our analysis shows that for early phases of site investigation, combining AEM and borehole data using this algorithm could have provided a comparably accurate bedrock model for 1000 to 10,000 NOK less per line-km of AEM survey (approximately $160 to $1600 USD per line-km) than a ground investigation based on boreholes alone. Details of this calculation are provided in an Appendix A. This is only a first-order estimate given that, among other factors, the uncertainty of the correlation between RMS and mean borehole spacing is not considered. This comparison is also site specific, as the spatial variability of depth and bedrock resistivity play a role in the relative accuracy of each algorithm variation.

Furthermore, we have assumed that the cost of collecting AEM data is internal; in some cases, public or third-party datasets (e.g. mineral exploration data) may be used as algorithm input instead. These factors considered, we take the results as evidence that tracking depth to bedrock with this algorithm could have provided large cost savings for early survey results for the E16 highway project, and may be able to do the same for similar engineering projects in the future.

An important caveat is that this preceding cost analysis only considers average trends; actual cost savings provided by AEM may be greater than suggest by Fig. 11. The algorithm using AEM data is not precise enough for detailed bedrock mapping, yet it can still reduce the final number of boreholes used by giving an early indication of where high priority areas are. For instance, while including AEM data only provides minor gains in accuracy in flat areas, it more accurately images locations where bedrock topography varies significantly. Using this, areas without higher spatial variability can be selected for more detailed investigation. The depth uncertainty estimates can also be used to map the probability of encountering bedrock within a certain depth interval.

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Estimated typical unit costs for drilling.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drilling technique</td>
<td>Cost per 20 m hole (Norwegian Kroner)</td>
</tr>
<tr>
<td>Total sounding</td>
<td>10,000</td>
</tr>
<tr>
<td>Rotary pressure sounding</td>
<td>8500</td>
</tr>
</tbody>
</table>

Fig. 13. A comparison of algorithm performance in different, hypothetical geological scenarios. A) a case like the project presented, where there is a sharp boundary between bedrock and overburden resistivity and the difference in resistivity magnitude between domains is large. B) a case where the bedrock-overburden contact has a gradual transition in resistivity. C) A case where the difference in resistivity between overburden and bedrock is not as large.
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Other study areas may present challenges that were not encountered 

in this project. Some of these could be overcome with slight modifications 

to the algorithm. The magnitude of resistivity contrast between layers 

could be smaller (Fig. 13c) where, for example, large shear zones with 

more conductive minerals or water-filled fractures are present. The 

existing depth-selection method would assign a very large uncertainty 
in such a case, but including resistivity gradients as an additional criterion 

for depth selection could help reduce that uncertainty. When determining 

the bedrock threshold resistivity at borehole locations in Step 1, it was as-

sumed data points at a similar depth were representative of bedrock res-

istivity. This may not necessarily be the case where there are larger 

vertical discontinuities in resistivity, whether due to a geological contact 
or a fault. When using the same variogram model for interpolation, 

kriging does not take into account the variability of nearby data points 

when determining a variance value, but rather only their spatial arrange-

ment. This error could be avoided by including a priori information about 

geological structures by, for instance, setting linear boundaries across 

which data points cannot be accessed for interpolation, or by dividing 

the study area into geological domains where spatial variability is 

modeled separately. Our method may be more difficult to adapt in 

other geological conditions. It is common in Canada and Scandinavia for 

weathered, conductive layers to have been removed by recent glacial ero-

sion, but this is not the case in other areas of the world (Palacký, 1987). A 

more gradual transition in resistivity would have led to a greater uncer-

tainty in the depth selection (Fig. 13b). Although in Variation 2, Step 3 

our algorithm does give more weight to the initial depth estimate based 

on nearby boreholes when the AEM data is unable to give a precise 

depth selection, that larger uncertainty is not accounted for when inter-

polating in Step 4 when creating the final depth map. Thus, while data ac-

quisition and inversion were challenging in our study area, this was an 

ideal case in terms of strong resistivity contrasts, sharp bedrock-

overburden contact, and lack of major, discrete geological structures.

Aside from these modifications to improve the versatility of this tool 

for other geological settings, there are several changes that would im-

prove overall performance. The highest priority change would be ac-

counting for differences in data point uncertainty when interpolating. 

This applies primarily to Step 4, where precise borehole measurements 

and imprecise resistivity model depth picks are combined to create a 

depth map. A more probabilistic approach would improve the per-

formance of the interpolator in cases where borehole spacing is approaching 

(but is still more sparse than) the lateral resolution of AEM. Second, the 

reason why the uncertainty estimates calculated by Variation 2 are under-

estimates remains unclear. The variogram modeling and kriging gives ap-

propriate variance estimates when excluding AEM data using only 

borehole information. Hence, the underestimate is likely due either to un-

certainty values in the inversion model being too low or due the PDFs 

being combined in an inappropriate way in Step 3. Incorporating sensitiv-

ity values as well as uncertainties from the inversion output may also help 

address this. Finally, aside from providing uncertainty estimates, using 

kriging in Variation 2 provided only small accuracy advantages over Var-

iation 1. The ordinary kriging approached did not use existing trends in 

the data or account for changes in spatial variability over the 30 km 

long survey extent. More advanced methods such as using Bayesian 

kriging, accounting for directional anisotropy, or using location-

dependent variogram models rather than an area-wide model may war-

rant investigation (Boisvert, 2010; Omre and Halvorsen, 1989).

6. Conclusion

We have successfully created a depth to bedrock tracking algorithm 

which combines AEM and borehole data and can account for variable 

bedrock resistivity. We can quantify prediction error given sufficient 

borehole information, yet these are underestimate. Finally, while 

some user input is required to find reasonable bounds on interpolation 

parameters, the algorithm is far more efficient than the cognitive 

modeling approach previously used in this project.
Evaluation of the algorithm developed shows that the cost of site investigations can be significantly reduced by using this method. Based on our cross-validation of the algorithm, combining AEM and borehole data in this way can reduce costs for this type of site investigation by 1000 to 10,000 NOK/km depending on the desired accuracy of the depth to bedrock model. The tool is only applicable to early phases of site investigation, however, due to the precision limits of the geophysical measurements themselves.

Despite the measurement resolution limitations, by using AEM this algorithm in an early phase of site investigation, we can (a) identify zones where shallow bedrock is likely to be; (b) identify areas of steep or locally anomalous of bedrock topography; and (c) estimate the spatial variability of depth, giving a more informed choice of borehole spacing. Acquiring a detailed depth to bedrock model should typically be more cost efficient by using AEM because secondary phases of drilling can be planned to target high-priority areas. The degree to which this is feasible is likely very site-dependent. The potential benefits of using the algorithm were limited by issues with data noise from ground infrastructure, low signal, and large uncertainties in the inverted resistivity model. However, the contrast between overburden and bedrock resistivity was strong in our example. We suspect that with some modifications, our method may be applied to cases where geological conditions are not ideal for mapping the bedrock-sediment interface, but further testing is required.
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Appendix A. Cost Estimate Calculations

The cost of data collection per line km of AEM data was the combined total of borehole and AEM data costs:

\[
\text{data collection cost} = \frac{\text{borehole cost}}{\text{line km}} + \frac{\text{AEM cost}}{\text{line km}}
\]

Estimating a unit cost for the AEM survey is non-trivial as factors such as survey size, survey location, season and the system/contractor selection play a significant role in the pricing of the survey. The costs for the AEM survey in the project presented were comparably high for a number of reasons. Potential final project cost savings may thus be considered a minimum estimate. The AEM cost estimate is based on 860,000 NOK for a project of this size, based on 178 survey line km (not including processing and inversion). This gives a value of approximately 4,830 NOK per line km.

The unit cost of boreholes is given by:

\[
\text{borehole cost}_{\text{line km}} = \frac{\text{cost}}{\text{borehole}} \times \frac{\text{borehole}}{\text{area}} \times \frac{\text{area}}{\text{line km}}
\]

The cost per borehole was estimated using typical costs for geotechnical and geophysical work during the project (Table 2). In this particular project, roughly 92% of boreholes were rotary pressure soundings and 8% were total soundings. Hence, the weighted mean cost of boreholes for further calculations was 8,620 NOK per 20 m hole.

For most of the survey area, boreholes were arranged on a nominally rectangular grid. Hence, for a given spacing s, the density of boreholes per unit area was:

\[
\frac{\text{borehole}}{\text{area}} = \frac{1 \text{ hole}}{s^2 \text{ km}^2}
\]

The footprint of a typical AEM line was estimated to be 125 m wide. Combining these assumptions together, the unit cost of borehole data as a function of mean borehole spacing is:

\[
\frac{\text{borehole cost}}{\text{line km}} = \left( \frac{10260 \text{ NOK}}{\text{hole}} \times \frac{1 \text{ hole}}{s^2 \text{ km}^2} \times \frac{0.125 \text{ km} \times 1 \text{ km}}{\text{line km}} \right)
\]

Unit cost of data collection as a function of borehole spacing is given in Fig. 14A.

The RMS error of a bedrock depth model was modeled as a function depth of borehole spacing (Table 3) using the results of the algorithm cross evaluation shown in Fig. 9.

Two piecewise functions were constructed: one for the AEM and Boreholes algorithm, and one for the boreholes only interpolation. For a given borehole spacing, the functions returns either the RMS of the model calculated by either Variation 1 or Variation 2, selecting whichever value was smaller (Fig. 14B).

The final cost analysis Fig. 11 was constructed by plotting borehole spacing, data collection cost, and RMS in three dimensions, and then looking at the desired 2D section.
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