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Abstract

Remote sensing techniques and geophysical techniques have enabled the collection of vital information on geotechnical, hydrogeological, and environmental processes. These techniques may offer improvements over traditional data collection techniques or may provide data not readily available using conventional instrumentation. An assessment of various remote sensing and geophysical techniques, used to collect parameters of interest to the Multi-scale Erosion Risk under Climate Change (MERRIC) project, is provided in this technical note. This technical note is a deliverable of the MERRIC work package 4 on "Warning, monitoring, and non-physical mitigation measures".

A list of 11 key parameters for coastal erosion studies was established and matched with appropriate remote sensing techniques (including microwave, laser, and optical techniques) and on- and off-shore (or near-shore) geophysical techniques. The characteristics of each of the techniques is listed and background material is provided. The maturity of these techniques is described through examples in the literature and the potential for application within the scope of MERRIC is discussed. Many of the more mature techniques described in this technical note (for example, terrestrial lidar scanning [TLS], or electrical resistivity tomography [ERT]) are already routinely used in NGI projects, and thus, their relevance for MERRIC is well understood. Other emerging techniques (for example, terrestrial radar interferometry, or multi-beam echo sounding [MBES]) are less commonly applied, but may nonetheless prove to be indispensable for future projects related to MERRIC. It is, therefore, recommended that the potential of emergent remote sensing and geophysical techniques will be further investigated using the resources available at NGI.
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1 Introduction

The techniques that may be used to collect information about erosional processes, in the context of the MERRIC project, are discussed in this technical note. Specifically, remote sensing and geophysical techniques of interest are presented. The included techniques are not intended to be comprehensive; rather they are limited to established techniques that are expected to provide useful data for the identification, characterization, and continued monitoring of erosion phenomena.

In this Chapter 1, a general overview of remote sensing and geophysics is provided. In addition, a discussion of the applications of each of these approaches, within the scope of the MERRIC project, is included. Specifically, a table containing the parameters of interest for studying erosional processes is provided. Alongside each parameter of interest, proposed methods of collecting data, used to determine the parameter, is included. In Chapter 2, each of the proposed remote sensing and geophysical techniques are described in detail. Wherever possible, relevant examples or case studies from the literature are included for reference. Furthermore, resources available at NGI (e.g. equipment, etc.) are highlighted. In Chapter 3, limitations and recommendations for Work package 4 "Warning, monitoring, and non-physical mitigation measures" have been identified.

1.1 List of Acronyms

AEM Airborne Electromagnetic Mapping
AGL Above Ground Level
ALB Airborne Lidar Bathymetry
CPT Cone Penetration Test
CVES Continuous Vertical Electrical Sounding
DEM Digital Elevation Model
DGPS Differential GPS
DInSAR Differential Interferometric Synthetic Aperture Radar
DSAS Digital Shoreline Analysis System
DSLR Digital Single Lens Reflex
EEARL Experimental Advanced Airborne Research Lidar
ERT Electrical Resistivity Tomography
ESA European Space Agency
FEM Frequency-domain Electromagnetic
GCP Ground Control Points
GIS Geographic Information Systems
GMTSAR General Mapping Tool Synthetic Aperture Radar
GPR Ground Penetrating Radar
GPRI GAMMA Portable Radar Interferometer
<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPS</td>
<td>Global Positioning System</td>
</tr>
<tr>
<td>InSAR</td>
<td>Interferometric Synthetic Aperture Radar</td>
</tr>
<tr>
<td>IP</td>
<td>Induced Polarization</td>
</tr>
<tr>
<td>IPTA</td>
<td>Interferometric Point Target Analysis</td>
</tr>
<tr>
<td>IRT</td>
<td>Infrared Thermography</td>
</tr>
<tr>
<td>LiDAR</td>
<td>Light Detection And Ranging (Commonly 'Lidar')</td>
</tr>
<tr>
<td>LOS</td>
<td>Line of Sight</td>
</tr>
<tr>
<td>LWIR</td>
<td>Long-wave Infrared</td>
</tr>
<tr>
<td>MBES</td>
<td>Multi-beam Echo Sounding</td>
</tr>
<tr>
<td>MERIS</td>
<td>Medium Resolution Imaging Spectrometer</td>
</tr>
<tr>
<td>MERRIC</td>
<td>Multi-scale Erosion Risk under Climate Change</td>
</tr>
<tr>
<td>MSS</td>
<td>Multi-spectral Scanner</td>
</tr>
<tr>
<td>MWIR</td>
<td>Mid-wave Infrared</td>
</tr>
<tr>
<td>NASA</td>
<td>National Aeronautics and Space Administration (United States)</td>
</tr>
<tr>
<td>NGI</td>
<td>Norwegian Geotechnical Institute</td>
</tr>
<tr>
<td>NIR</td>
<td>Near Infrared</td>
</tr>
<tr>
<td>OBIA</td>
<td>Object Based Image Analysis</td>
</tr>
<tr>
<td>PSI</td>
<td>Persistent Scatterer Interferometry</td>
</tr>
<tr>
<td>RaDAR</td>
<td>Radio Detection And Ranging (Commonly 'Radar')</td>
</tr>
<tr>
<td>RPAS</td>
<td>Remotely Piloted Aircraft System</td>
</tr>
<tr>
<td>RPS</td>
<td>Rotary Pressure Sounding</td>
</tr>
<tr>
<td>RTK-GNSS</td>
<td>Real-time Kinematic - Global Navigation Satellite System</td>
</tr>
<tr>
<td>SAR</td>
<td>Synthetic Aperture Radar</td>
</tr>
<tr>
<td>SBAS</td>
<td>Small Baseline Subset</td>
</tr>
<tr>
<td>SfM</td>
<td>Structure-from-Motion</td>
</tr>
<tr>
<td>SHOALS</td>
<td>Scanning Hydrographic Operational Airborne Lidar System</td>
</tr>
<tr>
<td>SMAP</td>
<td>Soil Moisture Active Passive</td>
</tr>
<tr>
<td>SMOS</td>
<td>Soil Moisture and Ocean Salinity</td>
</tr>
<tr>
<td>SPOT</td>
<td>Systems Pour l'Observation de la Terre</td>
</tr>
<tr>
<td>SWIR</td>
<td>Short-wave Infrared</td>
</tr>
<tr>
<td>TEM</td>
<td>Time-domain Electromagnetic</td>
</tr>
<tr>
<td>TLS</td>
<td>Terrestrial Lidar (or Laser) Scanning</td>
</tr>
<tr>
<td>TM</td>
<td>Thematic Mapper</td>
</tr>
<tr>
<td>TRAR</td>
<td>Terrestrial Real Aperture Radar</td>
</tr>
<tr>
<td>USGS</td>
<td>United States Geological Survey</td>
</tr>
<tr>
<td>VLOS</td>
<td>Visual Line Of Sight</td>
</tr>
<tr>
<td>VTOL</td>
<td>Vertical Take Off and Landing</td>
</tr>
<tr>
<td>WP4</td>
<td>Work Package 4 (MERRIC Project)</td>
</tr>
</tbody>
</table>
1.2 Remote Sensing

The earliest modern developments of remote sensing techniques date back to the advent of military surveillance aircrafts, the launch of the first satellites into orbit, and the establishment of the Global Positioning System (GPS). Today, there are many types of sensors that are utilized, which are broadly categorized into active sensors and passive sensors. Active sensors emit radiation and measure the energy of the back-scattered radiation, whereas passive sensors rely only on reflected energy from an outside source (typically, the sun) or naturally emitted radiation (examples: photography, spectroradiometry). Furthermore, these sensors may be integrated into different platforms, such as spaceborne, airborne, or terrestrial platforms. Each sensor and platform combination possesses inherent strengths and weaknesses, making some combinations more suited to certain applications than others. For the remote sensing applications discussed in this technical note, the radiation wavelengths of interest are broadly illustrated by the chart presented in Figure 1.1.

![Figure 1.1. Wavelengths of the electromagnetic spectrum used for remote sensing applications (Figure source: Edmund Optics 2017).](image)

1.2.1 Advantages

There are numerous advantages of remote sensing over traditional measurement techniques. These advantages are itemized as follows.

- Data are collected without being in contact with the area of interest (non-destructive).
- The amount and types of collectible data may be increased, allowing for more information to be captured.
- Spatial and temporal resolution may be greatly improved.
- Data may be collected and processed very quickly.
- Substantial cost savings may be realized, as compared to historical sampling methods.
- Remotely sensed data are collected from afar and may, therefore, be collected in areas that are hazardous or are otherwise inaccessible.
1.2.2 Platforms

Although there are now hundreds of satellites in Low Earth Orbit with many different types of sensors, there are still disadvantages to satellite-based (spaceborne) remote sensing. The most notable disadvantages include limited spatial resolution and temporal separation between passes. Furthermore, atmospheric conditions (cloud cover, smoke cover) may obscure or prevent the collection of clear imagery. Therefore, airborne and terrestrial platforms are also used to collect remote sensing data. The term 'proximal sensing' is sometimes used when describing data collection techniques that require relatively close proximity between the source of information and the sensor used to collect that information. Some of the geophysical and some of the remote sensing techniques described in this technical note may at times fall into this category, but for the purposes of this technical note, the data collection techniques are broadly classified as either 'remote sensing' or 'geophysical' techniques.

1.3 Geophysics

Geophysics is the application of physics to study geological material properties and subsurface phenomena in rock, soil, and water. Various geophysical techniques have been developed to relate subsurface conditions (e.g. electrical resistivity, or seismic wave velocity) to fundamental properties of the material in which these are measured (e.g. density, or porosity). The application of geophysical techniques, therefore, allows for the identification, classification, and evaluation of subsurface properties without having to physically retrieve and test samples. Furthermore, many geophysical techniques allow for the measurement of properties to considerable depths and over expansive areas in a relatively short amount of time. There are several platforms for the application of geophysical techniques, though most are performed in situ (i.e. in direct contact with the ground or body of water etc.) and, therefore, require the deployment of trained personnel to collect data.

1.4 Applications to MERRIC

The parameters of interest that have been identified – in collaboration with the other MERRIC work packages – for the modelling of erosional processes are presented in Table 1.1. The techniques that have been, or may be, applied to identify and to quantify these parameters by means of remote sensing or geophysical techniques (described in this technical note) are listed alongside the parameters in the table. Additionally, expected characteristics of the measurement techniques are described in terms of scale, resolution, accuracy, and implementation feasibility (within the different market areas at NGI). It should be noted that the characteristic values listed are highly variable and depend heavily on their specific applications. Therefore, ranges of values have been provided (where appropriate) for general reference. Each technique is described in more detail, alongside notable examples from the literature, in Chapter 2.
The proposed techniques have been applied to the study of a variety of erosion phenomena, such as coastal evolution (shoreline erosion and accretion), riverbank erosion, landslides, debris flows, and snow avalanches. It is proposed that a complementary and multi-scale approach that combines both geophysical and remote sensing methodologies is pursued to study these problems. Furthermore, data from these techniques should be integrated into geographic information systems (GIS) platforms for further analysis.

Table 1.1. Parameters of interest for modelling of erosional processes on- and offshore.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Onshore/Offshore</th>
<th>Measurement Technique</th>
<th>Scale</th>
<th>Resolution</th>
<th>Accuracy</th>
<th>Implementation Feasibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of Sediment/Rock</td>
<td></td>
<td>Hyperspectral imagery</td>
<td>varies</td>
<td>&gt; 10 nm (λ)</td>
<td>1 nm (λ)</td>
<td>Mines, Miljø</td>
</tr>
<tr>
<td>Onshore</td>
<td></td>
<td>AEM</td>
<td>10^2 - 10^5 m²</td>
<td>m</td>
<td>m</td>
<td>Yes</td>
</tr>
<tr>
<td>Offshore</td>
<td></td>
<td>Waterborne CVES/ERT</td>
<td>10^3 - 10^6 m²</td>
<td>1 - 10 m</td>
<td>m</td>
<td>Yes</td>
</tr>
<tr>
<td>Sediment Grain Size</td>
<td>Offshore</td>
<td>Photosieving</td>
<td>10 - 100 m²</td>
<td>1 - 2 mm</td>
<td>10^3 mm</td>
<td>Naturføre, Miljø, BAS</td>
</tr>
<tr>
<td>Offshore</td>
<td></td>
<td>Chirp sonar</td>
<td>10^3 - 10^6 m²</td>
<td>1 - 10 m</td>
<td>m</td>
<td>Possibly</td>
</tr>
<tr>
<td>Grain Size Distribution</td>
<td>Onshore</td>
<td>Photosieving</td>
<td>varies</td>
<td>1 - 2 mm</td>
<td>10^3 mm</td>
<td>Naturføre, Miljø, BAS</td>
</tr>
<tr>
<td>Offshore</td>
<td></td>
<td>Chirp sonar</td>
<td>10^3 - 10^6 m²</td>
<td>1 - 10 m</td>
<td>m</td>
<td>Possibly</td>
</tr>
<tr>
<td>Sediment Bulk Density (Bed)</td>
<td>Onshore</td>
<td>AEM</td>
<td>10^2 - 10^5 m²</td>
<td>m</td>
<td>m</td>
<td>Yes</td>
</tr>
<tr>
<td>Offshore</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bed Depth</td>
<td>Offshore</td>
<td>MBES Bathymetry</td>
<td>10^3 - 10^6 m²</td>
<td>m</td>
<td>m</td>
<td>Yes</td>
</tr>
<tr>
<td>Offshore</td>
<td></td>
<td>Waterborne CVES/ERT</td>
<td>10^3 - 10^6 m²</td>
<td>1 - 10 m</td>
<td>m</td>
<td>Yes</td>
</tr>
<tr>
<td>Susp. Sediment Concentration</td>
<td>Offshore</td>
<td>MBES Bathymetry</td>
<td>120-290 km swaths</td>
<td>10 m - 60 m</td>
<td>varies</td>
<td>Yes</td>
</tr>
<tr>
<td>Offshore</td>
<td></td>
<td>Spaceborne Optical</td>
<td>10^3 - 10^6 m²</td>
<td>1 - 10 m</td>
<td>m</td>
<td>Possibly</td>
</tr>
<tr>
<td>Thermal Gradient</td>
<td>Onshore</td>
<td>IRT</td>
<td>10^1 - 10^3 m²</td>
<td>cm - m</td>
<td>varies</td>
<td>Yes</td>
</tr>
<tr>
<td>Surface Roughness</td>
<td>Onshore</td>
<td>Photogrammetry</td>
<td>10^1 - 10^3 m²</td>
<td>cm - m</td>
<td>mm - cm</td>
<td>Yes</td>
</tr>
<tr>
<td>Offshore</td>
<td></td>
<td>Lidar</td>
<td>10^2 - 10^4 m²</td>
<td>cm - m</td>
<td>cm</td>
<td>Yes</td>
</tr>
<tr>
<td>Erosion Detection</td>
<td>Offshore</td>
<td>Photogrammetry</td>
<td>10^1 - 10^3 m²</td>
<td>cm - m</td>
<td>mm - cm</td>
<td>Yes</td>
</tr>
<tr>
<td>Offshore</td>
<td></td>
<td>Lidar</td>
<td>10^2 - 10^4 m²</td>
<td>cm - m</td>
<td>cm</td>
<td>Yes</td>
</tr>
<tr>
<td>Offshore</td>
<td></td>
<td>InSAR</td>
<td>20-400 km swaths</td>
<td>0.5 m - 100 m</td>
<td>mm</td>
<td>Yes</td>
</tr>
<tr>
<td>Offshore</td>
<td></td>
<td>TRAR</td>
<td>10^3 - 10^5 m²</td>
<td>1 - 10 m</td>
<td>mm</td>
<td>Yes</td>
</tr>
<tr>
<td>Offshore</td>
<td></td>
<td>MBES Bathymetry</td>
<td>10^3 - 10^5 m²</td>
<td>1 - 10 m</td>
<td>m</td>
<td>Yes</td>
</tr>
<tr>
<td>Offshore</td>
<td></td>
<td>Laser Bathymetry</td>
<td>10^3 - 10^5 m²</td>
<td>1 - 10 m</td>
<td>m</td>
<td>No</td>
</tr>
<tr>
<td>Offshore</td>
<td></td>
<td>Waterborne CVES/ERT</td>
<td>10^3 - 10^5 m²</td>
<td>1 - 10 m</td>
<td>m</td>
<td>Yes</td>
</tr>
<tr>
<td>Erosion Quantification</td>
<td>Offshore</td>
<td>Photogrammetry</td>
<td>10^1 - 10^3 m²</td>
<td>cm - m</td>
<td>mm - cm</td>
<td>Yes</td>
</tr>
<tr>
<td>Offshore</td>
<td></td>
<td>Lidar</td>
<td>10^2 - 10^4 m²</td>
<td>cm - m</td>
<td>cm</td>
<td>Yes</td>
</tr>
<tr>
<td>Offshore</td>
<td></td>
<td>InSAR</td>
<td>20-400 km swaths</td>
<td>0.5 m - 100 m</td>
<td>mm</td>
<td>Yes</td>
</tr>
<tr>
<td>Offshore</td>
<td></td>
<td>TRAR</td>
<td>10^3 - 10^5 m²</td>
<td>1 - 10 m</td>
<td>mm</td>
<td>Yes</td>
</tr>
<tr>
<td>Offshore</td>
<td></td>
<td>MBES Bathymetry</td>
<td>10^3 - 10^5 m²</td>
<td>1 - 10 m</td>
<td>m</td>
<td>Yes</td>
</tr>
<tr>
<td>Offshore</td>
<td></td>
<td>Laser Bathymetry</td>
<td>10^3 - 10^5 m²</td>
<td>1 - 10 m</td>
<td>m</td>
<td>No</td>
</tr>
<tr>
<td>Offshore</td>
<td></td>
<td>Waterborne CVES/ERT</td>
<td>10^3 - 10^5 m²</td>
<td>1 - 10 m</td>
<td>m</td>
<td>Yes</td>
</tr>
<tr>
<td>Subsidence/Settlement</td>
<td>Offshore</td>
<td>InSAR</td>
<td>20-400 km swaths</td>
<td>0.5 m - 100 m</td>
<td>mm</td>
<td>Yes</td>
</tr>
<tr>
<td>Offshore</td>
<td></td>
<td>TRAR</td>
<td>10^2 - 10^5 m²</td>
<td>1 - 10 m</td>
<td>mm</td>
<td>Yes</td>
</tr>
</tbody>
</table>

*sensor dependent
†range dependent
2 Measurement Techniques

2.1 Remote Sensing Techniques

2.1.1 Radar Remote Sensing

Spaceborne Radar

Synthetic Aperture Radar (SAR) sensors carried by satellites are utilized to emit and to gather microwave energy at various wavelengths and with various polarizations. Signals returned from the surface of the Earth, called backscatter, contain both phase and amplitude information. Phase information may be interpreted to generate digital elevation models (DEM) of surfaces while amplitude (or intensity) information may be used for classification purposes.

In a SAR technique called interferometric SAR (InSAR), phase information is further analysed to detect and measure line-of-sight deformation over time. For example, Aly et al. (2012) utilized an InSAR technique to study shoreline erosion and accretion, which occurred over a two-decade period, in the Nile Delta region in Egypt. Specifically, tandem coherence of the SAR data and an edge detection technique were utilized to detect changes in the boundary between water and land over time with high precision (Figure 2.1.). It was concluded that the application of InSAR was powerful, because it was possible to quantify the effectiveness of shoreline protection measures for a large coastline region.

Advanced, multi-temporal InSAR techniques include Persistent Scatterer Interferometry (PSI), a specific class of Differential InSAR (DInSAR). There are several unique algorithms that fall under the PSI umbrella, including the Small Baseline Subset (SBAS) approach, Interferometric Point Target Analysis (IPTA), SqueeSAR™, and StaMPS. Each approach has advantages and disadvantages, depending on their application (e.g. urban vs. non-urban areas). Thorough reviews of the various PSI techniques available are included in Crosetto et al. (2016) and Osmanoğlu et al. (2016). Cigna et al. (2012), Wegmüller et al. (2012), Notti et al. (2014), Barra et al. (2016), and Casagli et al. (2017) all provide guidance on the state-of-the-art of PSI analysis techniques for detecting and quantifying landslide phenomena.

In some cases, a combination of techniques may be employed to improve a model of a phenomenon. For example, conventional differential InSAR and PSI techniques may be combined to improve spatial coverage over natural and uninhabited landscapes with less persistent scatterers (Kourkouli et al. 2014). In other instances, it may be beneficial to interpret both the phase and amplitude information for a given problem. For example, polarimetric moisture inversion techniques, such as the Small Perturbation Method and the Integral Equations Method, have been used to extract volumetric water content of soils through correlation with the apparent dielectric constant of the soil (Wagner 1998, Garner 2017). Although there are spaceborne sensors that use amplitude signals to extract soil moisture on the surface of the Earth, such as the European Space Agency's
(ESA) L-band Soil Moisture and Ocean Salinity (SMOS) mission (30-50 km resolution) or the partially defunct Soil Moisture Active Passive (SMAP) mission (9 km resolution) launched by the National Aeronautics and Space Administration (NASA), these missions were designed for large spatial coverage and, therefore, suffer in resolution. Wegmüller (1997) demonstrated that ERS SAR intensity images could be used for high resolution soil moisture monitoring in local areas and Barrett et al. (2009) provided a comprehensive review of the current techniques that are used to extract soil moisture from spaceborne radar remote sensors.

Figure 2.1. ERS SAR images were used for coherence and amplitude classification to identify the water/land boundary along a shoreline of the Damietta Promontory, Egypt (Figure source: from Aly et al. 2012).

**Terrestrial Radar**

Terrestrial radar interferometry is another form of radar remote sensing that has been deployed to study many anthropogenic and natural phenomena. Similar to InSAR techniques, terrestrial radar techniques utilize either a synthetic or real aperture to emit
and to collect coherent backscatter that is reflected from a target. Terrestrial platforms have been developed to allow for the collection of higher spatial and temporal resolution data with user-defined temporal resolution. A comprehensive review of terrestrial radar interferometry was provided by Caduff et al. (2015).

A terrestrial real aperture radar (TRAR) interferometry technique, utilizing the GAMMA Portable Radar Interferometer (GPRI) instrument, was employed in each of the following examples in the literature: Kos et al. (2011) and Rosenblad et al. (2016) characterized rock slope instability on steep faces; Caduff et al. (2013, 2014), Rosenblad et al. (2013), and Strozzi et al. (2015) studied slope deformation as a result of slow moving landslides; Wiesmann et al. (2015) and Caduff et al. (2016a, 2016b) studied snowpack displacement and snow avalanches. Other ground-based radar techniques have also been developed specifically for snow measurements (Ash et al. 2010, 2014, Vriend et al. 2013, Köhler et al. 2016).

The advantages of the terrestrial radar platform include user-controlled vantage points and incidence angles to maximize the effectiveness of detecting line of sight deformations and user-defined temporal resolution. Terrestrial observations are particularly well suited to monitoring fast-moving phenomena that could not be quantified with spaceborne SAR due to the time between satellite passes. A disadvantage of the terrestrial platform includes the need to physically collect data in the field (i.e. to pick vantage/reoccupation points carefully). Furthermore, geocoding the data requires high resolution digital elevation models (DEM) that may have to be collected by other means (e.g. lidar, photogrammetry).

**WP4 Applications**

Due to repeat pass observations of spaceborne radar sensors, InSAR techniques are particularly well suited for accurate characterization of slow moving phenomena, such as large-scale subsidence, localized settlement, or coastal erosion over time. However, InSAR and TRAR techniques have also been applied to study relatively fast moving erosional processes, such as landslides and snow avalanches.

Currently, spaceborne radar data is offered free of charge through the ESA Copernicus missions. The Sentinel-1 mission is a two-satellite constellation (1A and 1B) providing C-band SAR data following decommission of the ERS-2 (1995-2011) and Envisat (2002-2012) missions (Sentinel-1A launched in April 2014, Sentinel-1B launched in April 2016). Expected operational lifespan is 7 to 12 years and Level-1 data (Single Look Complex) in four modes with various swath widths and spatial resolutions are provided.

Currently, terrestrial radar data can be collected using the state-of-the-art TRAR instrument developed by e.g. GAMMA (instruments from other providers exist as well). NGI owns and operates one of these second generation GPRI instruments (Figure 2.2).
2.1.2 Laser Remote Sensing

**Terrestrial Lidar Scanning (TLS)**

Terrestrial lidar (light detection and ranging) scanning is an effective scanning technology to capture landscape features and constructions in 3D with high accuracy and a very short collection time. The rapid development of laser distance meters with a range of 2-3 km coupled with powerful data acquisition systems now offers a cheaper and simpler possibility for creating DEMs. Topographical lidar systems transmit light pulses in the near infrared (NIR) wavelength range (1064 nm typical) and calculate the duration between an emitted laser signal and the reflected returned signal. Time-of-flight laser scanners are typically used on long distances and precision is, among other factors, dependent on the accuracy of the internal clock that times the laser beam. Range accuracy for a long range lidar is typically within one centimeter. Time-of-flight lasers are ideal for measuring rock faces and snow covers at distances up to some kilometers. Phase based laser scanners are used at shorter range and have in general a much higher precision than time-of-flight laser scanners. Phase based scanners are mostly used for mapping manmade structures like buildings and industrial installations.

Lidar related services at NGI have been used for:

- Large scale landslide and rockfall mapping and monitoring
- Snow avalanche evaluation of failure area and path
- Volume calculation of: failure masses and unstable masses
- Building deformation monitoring and calculations during construction and renovation
- Data collection and processing for drill and blast tunneling:

*Figure 2.2. NGI engineers deploy the GAMMA Portable Radar Interferometer (GPRI) instrument to scan for line of sight deformation along a rock face.*
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At NGI's test site in Ryggfonn, a lidar located on Sætreskarsfjellet acquired a DEM with a horizontal resolution of about 2 m in the course of two hours. The sensor emits short pulses of near-infrared (NIR) light and measures the travel time. However, this method is not insensitive to the lighting conditions. Experience has shown that the presence of a thin skin of water on the snow grains on the surface can degrade the performance of the lidar due to strong absorption. Moreover, even a thin surficial ice crust can lead to deflection of direct or indirect sunlight to the receiver and drown the signal. Under poor weather conditions with fog, rain or snowfall, it is virtually impossible to obtain lidar measurements.

Laser Bathymetry
Highly specialized "green" lidar systems have been developed for near-shore bathymetric surveys. These systems typically transmit a blue-green wavelength laser (530 nm typical), so that they may penetrate shallow bodies of water, but may also transmit a second, near-infrared (NIR) wavelength laser (1064 nm or 1550 nm typical) for seamless profiles between subsurface and coastal terrain (Klemas 2011). The need for lidar bathymetry arose due to the ineffectiveness of other remote sensing techniques for mapping coastal regions (e.g. photogrammetric imaging) and as an alternative to waterborne geophysical techniques (e.g. echo-sounding). Commercial examples of this technology include the Hawk Eye II (Airborne Hydrography, Sweden), the Laser Airborne Depth Sounder (Tenix LADS Corporation, Australia), the Scanning Hydrographic Operational Airborne Lidar System (SHOALS) (Optech, Canada) (Kinzel et al. 2013), and the Experimental Advanced Airborne Research Lidar (EEARL). Limitations of the ALB technique include not being able to measure bathymetric profiles for very deep or very shallow waters, waters in the surf zone, or water with high turbidity. Furthermore, due to the rarity of ALB instruments and the airborne nature of these missions, their use is often reserved for government and military operations.

WP4 Applications
NGI conducts operational engineering work and research using two terrestrial lidar instruments: 1) A long-range lidar (Optech ILRIS-LR), and 2) a short-range lidar (FARO Focus 3D). The Optech ILRIS-LR scanner is a long range time-of-flight based scanner capable of generating data at distances over 3500 meters, however the speed of collection is limited to 10000 points per second. This technology is ideally suited for slope monitoring and evaluation (specifically landslide, rockfall and snow avalanches).
The FARO Focus is a high-speed phase based scanner that collects data at a speed of 1 million points per second, the range of equipment is however limited to 120 meters. This technology is ideal for construction and tunneling environments where data collection time is limited and objects of interest are generally situated near accessible scanning locations. The FARO scanner is also ideal for measurements and analyses of deformations and cracks in buildings.

2.1.3 Optical Remote Sensing

Spaceborne Sensing

In another form of remote sensing, wavelengths in the "optical" range of the electromagnetic spectrum are interpreted. These include the visible, near infrared (NIR), mid-wave infrared (MWIR), short-wave infrared (SWIR), and long-wave infrared (LWIR) bands (as presented previously in Figure 1.1). Multispectral sensors capable of collecting radiometric information in these bands have been designed for spaceborne platforms, such as the USGS/NASA Landsat missions and the ESA Copernicus missions. The Copernicus Sentinel family (introduced in Section 2.1.1) includes Sentinel-2, a constellation with high-resolution sensors designed for monitoring inland waterways and coastal areas (Sentinel-2A was launched in June, 2015 and Sentinel-2B was launched in March, 2017), and Sentinel-3, a constellation carrying instruments designed to measure sea surface topography and ocean and land surface temperature and colour (Sentinel-3A was launched in February, 2016 and Sentinel-3B is expected to launch sometime in 2018). The Sentinel missions have replaced the Medium Resolution Imaging Spectrometer (MERIS) sensor aboard ESA's Envisat satellite.

There are numerous examples in the literature where multispectral remote sensing was used to study erosion. For example, Mars and Houseknecht (2007) used Landsat thematic mapper (TM) data in combination with topographic maps to quantify coastal erosion along a segment of the Arctic coast in Alaska between 1955 and 2005 (Figure 2.3). In another example, El-Asmar and Hereher (2011) demonstrated that satellite images from the Landsat multi-spectral scanner (MSS) and TM, and the Systeme Pour l'Observation de la Terre (SPOT) sensors could be used to detect spatio-temporal changes in the coastal zone east of the Nile Delta between 1973 and 2007. In yet other examples, suspended sediment concentrations have been determined remotely in oceans and sewage discharges using Landsat-8 optical imagery and MERIS imagery. For example, Schild et al. (2017) used Landsat-8 imagery in combination with in situ measurements to quantify suspended sediment concentration in subglacial sediment plumes from tidewater glaciers in Svalbard.

There are several advantages to these spaceborne optical data. As with satellite-based radar sensing, data is collected routinely for many regions of the world without having to request specific data acquisitions. Furthermore, historic data are often available to study temporally vast processes. Among the disadvantages, are that optical imagery is highly susceptible to atmospheric conditions (e.g. cloud cover) and data acquisitions are limited by the repeat pass interval. Some phenomena (e.g. flooding events) are,
therefore, not easily studied during an event; rather, before and after comparisons and time-series analyses are necessary. Furthermore, the resolution of historic imagery is often limited.

Figure 2.3. Landsat Thematic Mapper (TM) band 5 images were used to detect coastal erosion along the Beaufort Sea shoreline in Alaska (Figure source: modified from Mars and Houseknecht 2007).

Aerial Photogrammetry

Photogrammetric analysis of a set of images allows for the reconstruction of a DEM given a sufficient number of precisely known reference points that are visible in the images (in the previously mentioned case of alpine winter terrain, this is not a trivial matter). Comparison between DEMs created from images captured before and after an event (e.g. avalanche, debris flow) allow for the quantification of net volumetric erosion or deposition due to the event.

There have been published a variety of papers on the application of photogrammetry for soil erosion tracking and coastal erosion studies; a relatively early study e.g. by Brown and Arbogast (1999). More recent works are published by e.g. Catalão et al. (2005) and Heng et al. (2010). In snow avalanche research, photogrammetry has been used early on (Briukhanov et al. 1967), but the first application of this technique to the problem of snow erosion and deposition known to the authors is by Vallet et al. (2001), who surveyed an avalanche test site in Vallée de la Sionne in Switzerland. Images were collected from a helicopter immediately before and after artificial release of avalanches.
The technique was subsequently refined and routinely applied in several Vallée de la Sionne experiments (Sovilla 2004, Sovilla et al. 2006, 2010).

Although aerial photogrammetry has traditionally been collected from manned aircrafts, the recent proliferation of small, consumer-grade, remotely piloted aircraft systems (RPAS) and compact, high-resolution photography have provided more opportunity to collect imagery over large areas. RPAS-based remote sensing methods offer increasing accuracy, short acquisition times, and flexibility in hazardous or inaccessible areas, all at a relatively low cost (Scaioni et al. 2014). Due to the ability to “hover” in place with vertical-take-off-and-landing (VTOL) style RPAS, and the ideal vantage points that may be realized only with RPAS, aerial photography with RPAS is ideally suited to the investigation of erosional processes.

RPAS imagery combined with Structure-from-Motion (SfM) photogrammetric analyses may be used for repeated topographic surveys and, therefore, may be used to calculate erosion rates in any type of environment (Clapuyt et al. 2016). For example, Niethammer et al. (2012) and James et al. (2017a) demonstrated the effectiveness of deploying RPAS to collect high-resolution imagery of landslide structures. Ortho-mosaics and three-dimensional models were produced from the images allowing for measurements of the landslides that could be used in modelling. Similarly, Turner et al. (2015) used RPAS imagery to create a time-series of a landslide failure. Some further examples of RPAS-based SfM studies in the literature are summarized in Table 2.1. The characteristics of the RPAS missions and the accuracy of the results are also reported.

<table>
<thead>
<tr>
<th>Authors / Paper</th>
<th>RPAS</th>
<th>Image Overlap</th>
<th>Camera / Lens</th>
<th>Horiz. Precision</th>
<th>Vert. Precision</th>
<th>Ground Control Points</th>
<th>RTK-GNSS</th>
<th>Software</th>
<th>DEM Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turner et al. (2015)</td>
<td>Octocopter</td>
<td>60-80%</td>
<td>Canon EF-S 18-55 mm f/3.5-5.6 IS</td>
<td>21-76 cm</td>
<td>25-90 cm</td>
<td>23 GCP (2-4 cm accuracy)</td>
<td>No</td>
<td>Agisoft Photoscan</td>
<td>2 cm</td>
</tr>
<tr>
<td>Turner et al. (2014)</td>
<td>Octocopter</td>
<td>80-90%</td>
<td>Canon 18 mm f/3.5-4.5 IS</td>
<td>7 cm</td>
<td>6 cm</td>
<td>39 + 24 (DGPS meas.)</td>
<td>No</td>
<td>Agisoft Photoscan</td>
<td>5 m</td>
</tr>
<tr>
<td>Niethammer et al. (2012)</td>
<td>Quadrocopter</td>
<td></td>
<td>Praktica Luxmedia 8213</td>
<td>1-8.3 cm</td>
<td>4-6 cm</td>
<td>16 GCP (DGPS meas.)</td>
<td>No</td>
<td>OrthoVista</td>
<td>7-18 cm</td>
</tr>
<tr>
<td>Harwin &amp; Lucieer (2012)</td>
<td>Octocopter</td>
<td>70-95%</td>
<td>DSLR with lens fixed at f/3.5</td>
<td>7.4 cm</td>
<td>7.4 cm</td>
<td>RTK GPS</td>
<td>Yes</td>
<td>PMVS2</td>
<td>1-3 cm</td>
</tr>
<tr>
<td>Clapuyt et al. (2016)</td>
<td>Octocopter</td>
<td>66-75%</td>
<td>Canon EF 50 mm f/1.4 II</td>
<td>40-61 cm</td>
<td>70 cm</td>
<td>15 GCP</td>
<td>No</td>
<td>VisualSFM</td>
<td>Varies</td>
</tr>
<tr>
<td>Nex &amp; Remondino (2014)</td>
<td>Quadrocopter</td>
<td>Not reported</td>
<td>Olympus E-p1 17 mm nadir, 6 mm oblique</td>
<td>3.7 cm</td>
<td>2.3 cm</td>
<td>Total station meas. GCP</td>
<td>No</td>
<td>Various</td>
<td>Varies</td>
</tr>
<tr>
<td>Woodget &amp; Austrums (2017)</td>
<td>Rotary-winged Draganfly X6</td>
<td>Convergent overlap</td>
<td>Panasonic Lumix DMC-LX3</td>
<td>1-3 mm * Not reported</td>
<td>25 GCPs</td>
<td>No</td>
<td>Agisoft Photoscan, CloudCompare</td>
<td>2 cm</td>
<td></td>
</tr>
<tr>
<td>James et al. (2017a)</td>
<td>Sirus 1 fixed-wing Quadcopter</td>
<td></td>
<td>Panasonic Lumix GF1 &amp; Praktica Luxmedia 8213</td>
<td>10 cm</td>
<td>10 cm</td>
<td>15 GCP &amp; 122 GCP</td>
<td>No</td>
<td>Agisoft Photoscan</td>
<td>2.3 cm</td>
</tr>
</tbody>
</table>

* Accuracy dependent on processing method: 1 mm with point cloud roughness and 3 mm with image texture
Recent improvements in automated feature-matching algorithms (Micheletti et al. 2015) have allowed for the generation of dense three-dimensional point clouds that can be scaled and georectified to create DEMs (Westoby et al. 2012, Lucieer et al. 2013, Turner et al. 2014, James et al. 2017a, 2017b). Comprehensive reviews of RPAS deployment for remote sensing applications can be found in Colomina and Molina (2014), Nex and Remondino (2014), and Torresan et al. (2017).

The focus of continued developments in RPAS photogrammetry techniques is to increase the accuracy of surveys. Due to the time-consuming nature of locating individual Ground Control Points (GCP) with differential GPS (DGPS) measurements, efforts to develop on-board, real-time kinematic global navigation satellite systems (RTK-GNSS) have been made. In general, the accuracy of DEMs, derived from RPAS-based photogrammetry, depends on:

- Number of images collected
- Orientation of images
  - Distance from target
  - Amount of overlap
  - Stereo-angles
- Correct georectification
  - Number and density of GCP
  - Accuracy of GCP locations (often DGPS measured)
  - On-board RTK-GNSS capabilities
- Corrections made for lens distortions effects
- Camera sensor width, focal length, resolution

Based on industry trends over the last 5 years, it is expected that RPAS will continue to improve rapidly in the following areas: 1) resolution of sensors, 2) integration of more types of sensors, 3) flight-readiness and on-board navigation (RTK-GNSS, anti-collision sensors), and 4) flight duration (improved battery life). In addition to visible band imagery, there is also a great potential for RPAS-mounted infrared thermography (IRT) sensors (Klein 2016), as well as multi- and hyperspectral sensors (Jakob et al. 2017). IRT sensing could be used to detect thermal anomalies, indicating the presence of potential criticalities such as open fractures, scarps, moisture, and seepage zones. Multi- and hyperspectral sensing could be used to provide higher resolution supplements to data collected from spaceborne sensors.

One of the limitations on RPAS utilization today is flight regulations. Although these regulations differ somewhat from country to country, they are more or less similar in most Scandinavian and European countries. Examples of these flight regulations include visual line of sight (VLOS) requirements and restrictions concerning flight height above ground level (AGL). The flight regulations, therefore, demand careful mission planning and may limit some types of missions.
Photosieving

Surface sediment properties and the distribution of grain sizes in a topographic context are critical components to the study of processes such as flow resistance and erosion in flood, landslide, avalanche and coastal deposits. Furthermore, terrain and roughness are important parameters to understand sediment transport and erosion patterns and to predict flow velocities in open channels. The distribution of sediment deposition during avalanches, debris flows or flood events are key to site characterization. These processes also help gain a better understanding of the transport and deposition of toxic or environmentally hazardous material, such as heavy metals (Castillo-Lopez et al. 2017).

Traditional methods for determining sediment grain size distribution in the field are resource intensive. Furthermore, some characteristics, like bed roughness, have historically been measured with costly terrestrial laser scanning techniques (e.g. Entwistle and Fuller 2009). As an alternative, a method called photosieving has emerged. Photosieving utilizes photographs of deposit surfaces and automated image analysis to recognize grain size (Carbonneau et al. 2004, Castillo et al. 2011). Conventional aerial photographs have been used to classify particles from gravel to boulder size (coarser than 8 mm) (Butler et al. 2001). Airborne imagery has also been used to investigate suspended sediment and turbidity as well as bed sediments (Mertes et al. 1993, 2002, Castillo et al. 2011).

Flener (2015) pointed out that high-order hydrological models require increasingly higher resolution calibration data for geomorphology, roughness, and small scale river processes. Only recently have RPAS-based approaches provided such high resolution data, allowing for recognition of individual grains at the suprapixel level. For example, RPAS-based imagery with 4-6 cm ground resolution was collected over a 0.75 km² alluvial fan area (Carbonneau et al. 2012, De Haas et al. 2014). In another example, Tamminga et al. (2015, 2016) collected RPAS-based imagery with 5 cm ground resolution over a 1 km stretch of the Elbow River in Canada. It was shown that for 30 sample plots of 1 m² each, a statistical correlation with an R² value of 0.82 was achieved. In yet another example, Woodget and Austrums (2017) reported an accuracy of 0.1 mm for imagery collected over a riverbed in Cumbria, England.

A MATLAB-based algorithm called BASEGRAIN was developed by Detert and Weitbrecht (2012, 2013) at ETH Zurich and has been successfully tested in fluvial and glacial environments. The algorithm is based on the line-sampling method developed by Fehr (1987). The BASEGRAIN software produces grayscale images from original images and then grain areas are measured. Sampling sizes for BASEGRAIN are at least 150 grains with 30 grains in the medium grain-size fractions. In the original study, the accuracy of the grading curve based on image analysis was within 5 percent of the results obtained using classical dry sieving (Detert and Weitbrecht 2012). Westoby et al. (2015) compared results from photo-sieved grain-size distributions using BASEGRAIN 2.0 with a control dry-sieved distribution for sediments from a heterogeneous glacial moraine surface. The photo-sieved grain-size distribution deviated between 0.3 and 6.3
percent from the dry-sieving results. There are also other software algorithms available, including:

- An ArcGIS tool developed by Theler et al. (2008) to extract grain size distribution for debris flows.
- A QGIS plugin called GisedTrend, developed by Poizot and Méar (2010), that uses the Grain Size Trend Analysis (GSTA) method.

The primary advantage of the automated photosieving approach over traditional classification approaches is how rapidly sediments may be characterized at the site-scale. However, the approach is fundamentally limited by the quality of images used for analysis. Shadows, illumination conditions, camera focal length, particle size, and shot height are all factors that must be considered as part of the data collection procedure.

**Photosieving Tests**

BASEGRAIN 2.0 was tested by NGI staff for a set of RPAS-based images of a river plain in Utvik, Norway (Figure 2.4). In preliminary testing, it was determined that the software was not able to automatically identify grain sizes, due to the following reasons:

- RPAS flight height was 105 m AGL, which resulted in images with too coarse of a ground resolution for determining grain sizes.
- Lack of image scale to calibrate the length of grains/boulders and lack of resolution information (mm/pixel).
- Images used only had 96 dpi, but BASEGRAIN recommends at least 300 dpi images.

Additionally, manually captured images from a project in Flagstad (Norway) were tested. The images had a resolution of 22 mm/pixel, but problems were encountered with the size of the images. It is, therefore, recommended that a set of best practices are established that outline image resolution, flight height, etc. to ensure compatibility with analysis software. As an alternative to BASEGRAIN, a commercial software package called eCognition (by Trimble Inc.) may provide image analysis capability. eCognition uses object-based image analysis principles that could be adapted for classifying sediments in images. NGI currently possesses a license for eCognition and should, therefore, investigate the feasibility of using this software within the scope of the MERRIC project.
Figure 2.4. Example image from the Utvik site, tested with BASEGRAIN (coarse resolution and lack of scale rendered images unsuitable for photosieving with the software).

Gigapixel Photography

Gigapixel photography is a well-established and cost-effective method for producing high-resolution panoramic photographs. A GigaPan scanner is operated in conjunction with a DSLR camera and long-range lens to produce overlapping photographs, which are stitched together with software algorithms. This type of photography allows for extremely detailed visual inspection of large areas that cannot be achieved with any other type of visual remote sensor. Gigapixel photography is, therefore, a suitable tool for mapping rockfalls and unstable slopes, allowing engineers to virtually take the entire rock face back to the office to study it in detail. Depending on the size of the target, typical acquisition times for a panorama are between 10 and 30 minutes, allowing for rapid collection of data.

The correct processing workflow of gigapixel images is important for achieving good results. The individual, overlapping photos are post-processed to optimize highlights, shadows, and contrasts etc. During the post-processing and stitching, a pyramid data structure is built in order to facilitate fast and easy access to every part of the whole image. The finished product is uploaded to an online viewing platform (located at...
www.gigapan.com allowing engineers and clients direct and easy access from any web browser. An example of a finished GigaPan product is presented in Figure 2.5.

Rockfall hazard analyses at NGI are often carried out by combining the visual inspection benefits of gigapixel photographs with long-range LiDAR scanning. Data are acquired from the same position in order to better understand the three-dimensional structure of the target and to allow for distance and volume calculations.

Figure 2.5. Rock face in Svelvik, Norway (located behind NGI summer cabin) photographed with the gigapixel technique; with close up (inset) of an area of interest on the face.

2.2 Geophysical Techniques

2.2.1 Onshore Geophysical Techniques


Electrical Resistivity Tomography (ERT)

Electrical Resistivity Tomography (ERT) is a near-surface geophysical method that uses direct current to measure the earth's resistivity. The current is injected into the subsurface through steel electrodes installed 10-20 cm into the ground and the apparent resistivity distribution along a profile or area is measured. Using data processing and inverse
modelling a two- or three-dimensional resistivity model of the subsurface can be derived.

Subsurface resistivity is highly variable and is mainly governed by the sediments and rock types (lithology) in the area. ERT thus enables us to distinguish different materials, ranging from low resistivity clay to high resistivity hard rock. A general estimate for depth of investigation is 10-20% of the array length, depending on the Earth resistivity structure. NGI's current instrument is capable of reaching a maximum depth of 70 m and an area of 400-1000 m can be conducted per day. NGI uses a combined ERT and time-domain IP system, an ABEM Terrameter LS (4 x 20 electrode cables, max array length 400m with 12-channel recording unit acquiring resistivity, IP windows and raw time series for advanced IP processing).

**Geotechnical Applications:**

- **Bedrock depth/sediment mapping:** In combination with boreholes or geotechnical logs (CPT, total soundings, RPS) the depth to bedrock can be mapped continuously and sedimentary infill distinguished.
- **Quick clay:** The salt content and thereby the conductivity of quick clay is normally lower than for non-sensitive clay. ERT can thus distinguish non-sensitive clay from sensitive clay.
- **Geo-hazards/rock quality:** Areas prone to rock slides are characterized by zones of fractured and incompetent rock. These zones are mostly clay and/or water-filled pockets detectable by ERT surveys.
- **Archaeological artefacts:** Old structures of timber, stones or bricks appear as small scale resistivity anomalies and can be distinguished if buried in highly conducting sediments, such as clay.
- **Environmental risk assessment:** With ERT, landfills can be mapped and delineated. In combination with Induced Polarization (IP), brownfield investigations, mineral prospection and groundwater-related issues can be conducted to characterize the subsurface contamination and its extent.

The data processing algorithms tend to poorly image sharp geological interfaces. Nevertheless, an ERT-inferred interface can be calibrated with just a few boreholes, and the total amount of required boreholes can be drastically reduced. Materials of similar resistivity (e.g. clay and shale) display a poor resolution and in case the subsurface and geology have an especially complex geometry, information based on one single profile may not be sufficient, and a grid of profiles or 3D surveying is recommended. Snow and ice are highly resistive. For this reason, it is in general recommended to undertake ERT fieldwork during warmer periods.

**Ground Penetrating Radar (GPR)**

GPR is based on sending high-frequency (typically several MHz up to a few GHz) electromagnetic waves into the ground and recording the strength and the time required for the return of any reflected signal. Reflections occur whenever the radar signal enters
into a material with different electrical conduction properties or dielectric permittivity from the material it left. The strength of the reflection is determined by the contrast in the dielectric constants and conductivities of the two materials. Very conductive material like clay and salt water attenuate the signal significantly and thus depth penetration will be very limited in these circumstances.

Higher frequencies allow better resolution but do not penetrate very deep whereas lower frequencies provide better depth penetration but less resolution. Thus, the choice of antenna frequency is crucial for best results. NGI equipment include: GSSI- SIR 4000 (central unit) and 200 MHz antenna. Antennae with different frequencies (from 16 MHz to 2.6 GHz) can be operated for targets outside the 200 MHz range. (http://www.geophysical.com/products.htm). NGI owns a step frequency radar (300 kHz to 3 GHz), developed and produced at NGI since 1989, and exported worldwide.

Applications of GPR include the determination of sediment conductivity (quick clay identification potential) bedrock depth, rock quality, detection of buried objects such as pipes an cables, archeological artefacts, subsurface layering, snow layering, void detection, non-destructive testing, investigation of contaminated ground, mapping of aquifers, identification of seepage zones in dam investigations.

**Airborne Electromagnetic Mapping (AEM)**

The AEM method (Figure 2.6) is based on the physical principles of electromagnetic induction. An electrical current is induced into the ground, creating a secondary magnetic field that measures the electrical resistivity of the ground. AEM systems measure the EM time decay or frequency response, and the related resistivity distribution is subsequently obtained by inverse modelling. We can differentiate Time-domain systems (TEM measuring EM step response decaying with time and frequency-domain systems (FEM) measuring continuously at several frequencies. TEM is well suited for deeper investigations due to the higher transmitter moment, while FEM tends to be superior for geology with high resistivity, maintaining high near-surface resolution. AEM data provide a powerful tool for geotechnical projects and planning of drillings due to coverage and survey speed. Based on the experience from three case studies, recommendations can be given for the setup of AEM-surveys for geotechnical projects:

- Drilling locations can be planned more efficiently based upon AEM results.
- Drilling results incorporated in AEM data interpretation and visualization lead to improved geological models (e.g. bedrock topography).
- AEM is better suited for regional-scale projects rather than isolated projects because costs are relatively high for small surveys. Parallel flight lines covering an area are preferable over flights which are aligned parallel to infrastructure long, linear infrastructure.
- Survey extent is limited by the presence of power lines and urban infrastructure.
The strengths of AEM can be summarised with the following characteristics:

- **Efficiency** AEM survey based on a proper feasibility study leads to substantial cost and resource reductions for ground investigations. AEM survey results deliver a regional overview of the geological complexity and, therefore, a strong asset and pre-condition for physical sampling.

- **Accessibility** Helicopter EM survey scan be carried out almost anywhere. High quality data can be obtained where factors such as vegetation, lakes, rivers, steep valleys, rugged terrain, and landowner permissions would limit ground accessibility. One of our most challenging and yet successful surveys so far was carried out at altitudes from 2,500 to 3,500 m above sea level in highly rugged terrain in the Himalayas. Imaging the geology under freshwater bodies (lakes, rivers or streams) poses no challenge, even salt water can be penetrated if shallower than about 30-40 m.

- **Depth of penetration** Base metal exploration has triggered development of powerful AEM systems that can penetrate hundreds of metres below the surface. Thus deep AEM soundings can be acquired easily, whereas most geophysical methods used for engineering applications is limited by some tens of metres.

Some examples of scenarios that are not suitable for AEM with today's state of the art include:

- Resolving sediment thickness thinner than 5 m;
- Mapping clay thickness over shale bedrock, as they tend to have the same resistivity.
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*Figure 2.6. Airborne Electromagnetic Mapping (AEM) technique deployed by NGI engineers at a site in Horten."

### 2.2.2 Offshore Geophysical Techniques

#### Multi-beam Echo Sounding (MBES)

The bathymetry of a river, a lake or the sea can be determined by sending pulses of (ultra-) sound from a transducer at a known location inside the water body vertically downward and measuring the time until the echo is received. This technique has been used for more than a century, having been first presented in a 1904 article in "Teknisk Ukeblad" by the Norwegian Hans Sundt Berggraf and patented in 1913 by the German...
Alexander Behm. A decisive issue for the precision of the measurements is knowing the speed of sound in water, which is of the order of 1500 m s⁻¹, but depends strongly on the density, which in turn depends on salinity, temperature and depth. The speed increases by about 4 m s⁻¹ for a temperature increase of 1 °C in the most relevant range and by about 1 m s⁻¹ for a salinity increase of 1%.

Echo sounding is largely non-invasive (the presence of the boat usually causes negligible disturbance of the flow field), yet requires extended cruises for covering large areas or obtaining bathymetry at high resolution. In order to monitor erosion/deposition at a few points, fixed sonar can be a good solution in many cases. When combined with acoustic Doppler current profilers, the measured erosion rates can be related to the flow conditions and thus the average shear stress.

In the last few decades, the technique has been developed further in many respects. Commercial devices are usually dual-frequency: The high-frequency channel (typically operating at 200 kHz) can operate to water depths of about 100 m. Due to the limited penetration depth of the sound waves, the bathymetry can be determined with good precision, but the reflecting layer might as well be dense vegetation or very soft mud. The low-frequency sound pulses (typically at 24 or 33 kHz) are partially reflected by the top boundary, but may partially penetrate more deeply and indicate at which depth a denser reflector is located.

An important development, initiated in the 1960s, but in wide-spread use only since the 1990s, is swath bathymetry. Thanks to special antennas, the emitted signal is relatively narrow in the direction of motion of the vessel (a few degrees), but wide (up to about 90 degrees) in the spanwise direction. A receiver antenna array allows the application of beam-forming techniques (i.e., echoes from different directions can be separated and the water depth determined across the entire swath at once). This allows strips about as wide as the water depth to be mapped at high resolution in one go.

The echo contains much more information than just the water depth. As mentioned above, if the frequency is low enough, the sound waves may penetrate the seafloor to some depth and be reflected at density horizons. Furthermore, density stratification, suspended sediment or fish in the water column may also reflect the sound waves. Algorithms have been developed to determine instantaneous sediment concentration distributions in a vertical plane (e.g. Simmons et al. 2010). Suspended particles are much smaller than the typical wavelength of the signals used by echo sounders. This leads to a very strong dependence ~ (λ/dₚ)^4 of the scattering intensity, where λ is the wavelength of the signal and dₚ is the diameter of the suspended particle. In order to determine the particle concentration from the reflected intensity, one, therefore, needs to know the mean particle size. In principle, one could determine the particle-size distribution and concentration by taking a large number of measurements at different frequencies, but in practice, one is probably always forced to take samples for calibration (Simmons et al. 2010).
Best et al. (2010) demonstrated that MBES data analysis can be carried even farther by looking at cross-correlations of the particle concentration between sweeps. In this way, the velocity field of the suspended particles (which essentially coincides with the velocity field of the water if the particles have low Stokes number) can be observed (Figure 2.7). It should be cautioned, however, that this method is still at the research and development stage.

As an example among a very large number of such studies, Chiang and Yu (2011) used bathymetry from echo-sounding together with seismic sections obtained with conventional air guns as the source and with chirp sonar devices to identify erosion processes along the Kaoping submarine canyon off south-western Taiwan. The imagery revealed multiple cut-and-fill features, deeply entrenched thalwegs, and sediment dispersal that were closely related to turbidity currents at the canyon head. However, such studies did not observe the erosion processes directly, but only their imprint from thousands to millions of years on the morphology and stratigraphy of the seafloor. Such data can be very valuable in validating numerical models of erosion and sediment transport, but since the flows were not directly observed, a number of assumptions were made.
Figure 2.7. Time series of sediment concentration (color-coded) and flow-velocity fields (vectors) across the swath of a MBES. Flow is from left to right and vertical velocities are exaggerated by a factor of five (from Best et al. 2010).
Chirp Sonar

A recent development in the field of acoustic imaging applies rapid frequency sweeping during pulse emission to obtain profiles of acoustic impedance (Wang and Stewart 2015, and references therein). There are empirical relationships giving the acoustic impedance as a function of mean sediment grain size and sand content, which makes it possible to infer the subbottom composition from the chirp sonar data. A test of the chirp sonar method in a location where cores were available gave very encouraging results (Wang and Stewart 2015). In that case, chirps of 2 ms duration and sweeping in the range 2-10 kHz were used. For studying erosion, higher frequencies would improve distance resolution at the expense of penetration depth. The technique described by Wang and Stewart (2015) utilized only the acoustic impedance, but did not consider absorption. The inclusion of absorption might allow for the measurement of the sediment concentration in the flow as a function of particle size as well.

Waterborne Electrical Resistivity

An offshore, waterborne technique called continuous vertical electrical sounding (CVES) was utilized by Colombero et al. (2014) to reconstruct the sediment distribution of a lakebed down to a depth of 10 m. Crook and Rucker (2017) used a similar waterborne technique to survey a lakebed to depths of 35 m with shallow water depths (less than 20 m). For deeper parts of the lake, the streamer resistivity cables and electrode spacing had to be adapted.

2.3 Combination Techniques

In many cases, the combination of two or more measurement or analysis techniques may be necessary or desirable to provide a more complete picture of a given erosion phenomenon. Notable examples from the literature that utilized a combination of two or more remote sensing and geophysical techniques (discussed in this technical note) are provided as follows.

- Buckley et al. (2002), Buckley and Mitchell (2004), and Mills et al. (2005) proposed the fusion of data gathered from GPS, aerial photogrammetry, and InSAR techniques to create terrain models with improved quality over those models created with a single technique.
- Miller et al. (2008, 2009) used a surface matching technique to perform multi-temporal analysis of DEMs to assess geohazards in a dynamic coastal area in England. The technique overcame the lack of ground control, inherent to highly dynamic environments, by combining DEMs derived from photogrammetric analysis of historical airborne imagery and newly acquired, higher order DEMs derived from airborne lidar missions.
- Lague et al. (2013) provided a summary of the techniques that can be used to directly compare DEM point clouds that have been derived from multiple methods, such as terrestrial laser scanning and photogrammetry.
Robson et al. (2015) combined optical, SAR, and topographic data to inventory, to outline and to monitor debris-covered glacier areas in the mountainous highlands of Nepal. This work was significant because it demonstrated the capabilities of these remote sensing technologies in a very challenging environment that is usually dominated by steep topography and loss of coherence between acquisitions due to snow and ice cover, and glacier movement.

Prodocimi et al. (2015) used SFM photogrammetry to study bank erosion for a network of agricultural drainage channels. DEMs that were created with photographs (captured from the ground) were compared with DEMs derived from high resolution terrestrial laser scanning. The erosion areas were effectively detected and deposition and erosion volumes were quantitatively estimated. This work was significant because it demonstrated that even simple, ground-based-photo campaigns combined with effective processing methods could produce accurate and immediately useful, quantitative results for pre- and post-erosion events.

Thatcher et al. (2016) described the process of building topobathymetric elevation models as part of a national coastal elevation database in the United States. The project fused various techniques, including precision GPS, mobile terrestrial lidar, and high-resolution aerial photography to survey seawalls, artificial dunes, and topographic features in and around the interface between water and the urban landscape. In one pilot study area in the Outer Banks in North Carolina, the project collected up to 20 elevation datasets spanning the range from 1996 to 2012. Independent, lidar-derived DEMs were stacked to support time series analyses.

Leyland et al. (2017) utilized a combination of mobile laser scanning, multibeam echo sounding (MBES), and acoustic Doppler current profiling techniques to directly measure river bank and bed changes and sediment flux.

Thieler et al. (2017) developed an extensions to commercial Esri ArcGIS software, called the Digital Shoreline Analysis System (DSAS). The DSAS extension facilitates shoreline change calculations to provide rate-of-change and statistical information for reliability of results. In addition to historic shoreline mapping, DSAS may be utilized to calculate any positional change over time, such as river edge boundaries, or glacier movement.

Confuorto et al. (2017) combined differential persistent scatterer interferometry analysis with geotechnical engineering analysis to study a slow moving, precipitation-induced landslide. It was concluded that by combining these analyses, a better understanding of the slope stability problem was achieved.

Strozzi et al. (2007, 2013) and Caduff and Rieke-Zapp (2014) combined SAR analysis (DInSAR and PSI analyses) with aerial photogrammetry to inventory various landslides.

Strozzi et al. (2015) combined SAR and TRAR techniques to measure slope deformations in the Canton of Valais, Switzerland. Data from various spaceborne radar sensors were combined with the terrestrial radar measurements to detect both slow and relatively rapid deformation phenomena.
3 Limitations and Recommendations

3.1 Limitations

- Although there is a multitude of remote sensing techniques with the capability to detect, map, and monitor erosion processes, measurements are limited to the terrain surface. Thus, studies are limited to erosional processes that can be detected from the surface. To study below-surface processes, geophysical techniques are required in addition/conjunction with remote sensing techniques.
- The lack of high temporal and spatial resolution data will limit historical analysis of some erosion sites. Data from current remote sensors will have to be fused with data from previous acquisitions for long-term monitoring.
- Although many of the proposed remote sensing and geophysical techniques can be utilized to provide input data for prediction models, the techniques are typically better suited to investigative studies and forensic analyses of existing, or ongoing erosion phenomena.
- Although there are free and open-source SAR processing software packages available (e.g. GMTSAR), this software may lack many of the advanced analysis tools of commercial software packages (e.g. GAMMA). Further parallel study is required to compare results.

3.2 Recommendations

- The most cost-effective remote sensing solutions for studying and quantifying erosion will likely be site-specific. Existing databases should be searched to obtain data that has already been collected.
- NGI already owns and operates a terrestrial radar instrument (GPRI) that should be utilized. Data reduction and interpretation will be performed in-house.
- The cost-effectiveness of deploying RPAS to survey a site should not be overlooked. The deployment of lidar is expected to be less cost effective than utilizing RPAS-acquired imagery. NGI already owns and operates multiple VTOL-style RPAS that should be utilized for photogrammetric surveys. Data reduction and interpretation will be performed in-house.
- Multi-temporal, non-technique/platform specific DEMs may be compared and updated using free and open-source software (e.g. Cloud Compare 2017).
- Although it is often difficult to directly interpret or combine remotely sensed data in the context of geotechnical engineering modelling and analysis, the various types of data that can be collected using remote sensing techniques should add value to stakeholders by allowing for a more complete picture of a problem.
- The applicability of many of the techniques presented in this technical note should be considered for the hydroelectric energy sector in Norway. The impact of erosional processes upstream, in reservoirs, and downstream may be of concern. For example, unusually large precipitation events in combination with
high meltwater activity could lead to increased water release, downstream erosion, or may induce rapid drawdown conditions on reservoir banks. It is good practice to validate (ground-truth) remotely sensed data whenever possible, especially when erroneous findings are suspected.
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