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Summary
During the first year of the SATSIE project, emphasis was on preparatory activities, i.e., de­
velopment of sensors and data analysis methods, installation of new equipment in the experi­
mental facilities, exploration of different options for developing new models, and establishing
a web-site for communication within the project and to the interested public. Two measure­
ment campaigns could be conducted at the full-scale site Ryggform (Norway), albeit with lim­
ited instrumentation only, as had been anticipated. At all the chutes, however, intensive ex­
perimentation has begun and has already produced intriguing preliminary results that will be
tested and extended in the second project year. In view of the planned model development,
candidate rheological approaches and entrainment mechanisms have been investigated for
their relevance and applicability.

In the following, we summarise the main activities and results in the six work packages of the
project and the expenditures of each partner during the reporting period. In six separate chap­
ters, a more detailed account of the activities and results of all the work packages is given.
The Appendix collects several scientific papers and reports written in the first year of SATSIE
are collected for reference.

WP 1 - Sensor development
Investigation of avalanche processes in situ or in a laboratory requires specially adapted in­
strumentation. Suitable sensors that are commercially available were purchased by the SAT­
SIE consortium. However, required sensors that are not available on the market have to be
developed by us. This work package, devoted to adapting and developing instrumentation, is
therefore one of the basic work packages of this project. It is organised in six tasks. Each of
them concerns the development of a specific sensor type.

The development of two types of radar has advanced very far during the first year of SATSIE:
Pulsed Doppler radar for measuring avalanche velocities;
Frequency-modulated continuous-wave (FMCW) radar for investigating the internal structure
and velocity profile of avalanches.
Both radars will be installed in the Ryggfonn test site towards the end of 2003.
Video methods for analysis of avalanche dynamics are under development with the main fo­
cus on colour or black-and-white systems, high-speed or high-resolution machine vision sys­
tems or digital camcorders, more than 8-bit field camera for better grey-level depth, multi­
shuttering capabilities and digitisation systems.

Vertical arrays of horizontally oriented pairs of Luminous Electric Diodes (LED) can be com­
bined with the cross-correlation method as an alternative method for determining the velocity
profiles inside dense snow flows. A new system was designed, developed, tested and installed
at Col du Lac Blanc (CLB). During the winter 2002-2003, 20 experiments were performed.

Two tri-axial load plates, each with an area of l m2, were installed in the upstream face of the
catching dam in Ryggform in September 2002. The load plates measure shear stress along the
two perpendicular axes in the plane of the dam front, and normal stress perpendicular to the
dam front.

A snow rheometer for studying the constitutive law of snow is under development. A seismic
sensor system was planned and installed in Ryggform in the summer of 2003.
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WP 2 - Development of data analysis techniques
One task comprises the development of algorithms and data-analysis techniques for the two
different types of radar sensors: Pulsed Doppler radar and FMCW radar. Work on the design
of algorithms (porting from existing radars), OSP-software development and PC-software de­
velopment (data-analysis and data-representation) has begun. The software has been mostly
completed so the radar can be installed in Ryggform this fall (2003) and record data during the
coming winters.

The software for processing video film clips has been finished and applied to snow ava­
lanches and laboratory experiments. Control points, which are necessary for camera calibra­
tion, have only been obtained for one avalanche and used to obtain a velocity profile down the
track. For the remainder of the project the software will be applied to any avalanches that are
observed.

Work has been done on analysing the frequency response of an ultra-low differential pressure
sensor system. This sensor has been used in laboratory experiments of powder snow ava­
lanches. The data has been presented at two conferences and a paper will shortly be com­
pleted. A brief paper has been written on filming avalanches.

Discussions on impact pressure analysis have been carried out with SLF, Davos, on the cur­
rent state-of-the-art, and preliminary work started on the design of new algorithms.

Existing options for acquiring and consequent processing of avalanche seismic data are re­
viewed. In general, relatively little has been published in terms of the seismic detection and
analysis techniques of avalanches.

In terms of choosing specific seismic data analysis software, it was decided to use the pro­
grams SAC and CORAL. As of the beginning of the year, the above mentioned software has
been installed on a dedicated PC running under the Linux OS. Seismic data from Ryggfonn
has been analysed using these tools.

On correlation methods, two papers have been written on the analysis and design of opto­
electronic sensors. Software for calculating the correlations has been completed. Work is cur­
rently underway applying ideas of matched filtering to improve the signal-to-noise ratio, and
thus reduce the errors. A paper using the techniques will be completed in the next six months.

WP 3 - Instrumentation ofselected facilities
At the full-scale test site Ryggform in Norway, two load plates were installed on the front side
of the dam and two trenches constructed for housing the ground radars and the University of
Barcelona's geophones. A Doppler radar for the deflecting dam at Flateyri (Iceland) was in­
stalled at Ryggform temporarily for testing. Electronics damaged by severe lightning had to be
replaced. Pressure sensors were also installed at the Taconnaz retarding and deflecting dam
system in France.

Further instrumentation work in France concentrated on the snow chute at Col du Lac Blanc
where the data acquisition system and sensors measuring the flow depth, bed stresses and the
velocity profile were installed, tested and used. The measurement equipment for the indoor
chute at the University of Pavia was enhanced by acquiring two frame-grabber devices and
PCs so that high-speed video capturing is now possible at three locations.
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Additional chutes that are used in SATSIE are located in Grenoble and Bristol. No changes
were made to their instrumentation, but they will also be briefly described below to complete
the overview of the experimental facilities used in SATSIE.

WP 4 - Measurement campaigns and data analysis
This chapter reports on the results obtained in experiments on two real snow avalanches at the
Norwegian test site Ryggform, one small-scale experiments with snow in the chute at the Col
du Lac Blanc (France), and one small-scale experiments with dry granular materials or water
at laboratory chutes in Pavia (Italy) and Bristol (England). All experimental facilities are de­
scribed in the chapter on WP 3, while the new non-standard sensors are discussed in the one
on WP l. Furthermore, the experiments carried out in Pavia and Bristol are covered in detail
in two reports (Barbolini and Pagliardi, 2003; Håkonardottir et al., 2003) that are reproduced
in full in the annex to the present report. Those experiments will therefore only be summa­
rised in this chapter.

Despite the unusually mild conditions in western Norway with few significant precipitation
periods throughout the winter 2003-2003, measurements were obtained of two avalanches at
Ryggform, one spontaneous ofmedium size and one small, artificially released. Only pressure
measurements at one obstacle in the path and one at the dam could be obtained from the spon­
taneous event, as the FMCW radars developed by SATSIE are scheduled to be installed by
the end of 2003. Velocity measurements with AIATR's pulsed Doppler radar were made of
the artificially released avalanche. Load data were obtained at the measurement points in the
path, but due to the short run-out there were no data from the dam. In Flateyri and Taconnaz
there was no avalanche activity this winter. None of these two sites were instrumented at the
time.

During the first year of SATSIE, the experiments at the chutes in Pavia and at Col du Lac
Blanc focussed on the flow regimes exhibited by flows over smooth and rough surfaces, and
with snow and dry granular materials. Experiments in Pavia on a smooth bed clearly showed
the characteristics of the collisional flow regime in the body and the grain-inertia regime in
the more dilute head, with significant slip at the bed. Moreover, the non-dimensionalised ve­
locity profiles collapse intriguingly well with those measured in snow flows over a wide range
of scales. Over a rough bed, steady-state flow was not achieved, and high particle concentra­
tions indicative of the frictional (quasi-static) flow regime were found in the body of the flow;
in agreement with this, the velocity profiles were linear without slip at the bed. In contrast, the
measurements at the snow chute achieved steady-state flow over an even rougher bed than in
Pavia, but the linear velocity profiles showed little shear and very pronounced slip. At first
sight, the results appear to be somewhat contradictory between the snow flows and the granu­
lar ones, but it is conjectured that the observed differences are due to different boundary con­
ditions, slope inclination and particle properties. Further measurements will be made during
the second year to clarify these points.

Chute experiments in Bristol confirm that dry granular flows impacting on deflecting or
catching dams are quite well described by shocks in shallow-water theory-even better than
water flows themselves. Further work will focus on understanding the observed deviations
from theory, investigating the effect cohesion has on the impact behaviour, up-scaling to real
avalanches and extracting the consequences for the design of protection dams. For this last
step, observations of real snow avalanches impacting on the dams in Ryggform, Flateyri and
Taconnaz would be highly desirable.
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Task 4.3 (cross-comparison of experimental results at different sites and scales) could not yet
be tackled in full because the FMCW radar devices under development (WP l) are needed to
obtain information on the processes in the interior of the avalanches at Ryggfonn. Task 4.4 is
scheduled only for the third year of SATSIE.

WP 5 - Model development and validation
During an intensive workshop, held at the University of Leeds in Jnauary 2003, current
knowledge on flow regimes, entrainment and avalanche interaction with obstacles was re­
viewed, with a view towards both to the experimental programme at the chutes and the choice
of modelling approach. There are presently two main approaches promising to lead beyond
the ad-hoc rheological assumptions on which most two-parameter avalanche flow models in
use today are based: (i) The dependence of the effective friction coefficient on the Froude
number of the flow is determined empirically in chute experiments. Both snow and dry granu­
lar materials covering a wide range of material (grain) properties and flow conditions are
used. The obtained relationship is then directly implemented in a dynamical model. (ii) The
Criminale-Ericksen-Filbey rheology is a quite general constitutive equation combining prop­
erties of visco-elasto-plastic materials with granular behaviour in the frictional and collisional
regimes. It appears to encompass the spectrum of flow behaviour observed in snow­
avalanches. Further experiments should be made and old measurements reanalysed in order to
select the most promising approach.

Possible snow entrainment mechanisms were studied theoretically in order to estimate ex­
pected entrainment rates and compare them to the rates inferred from observations and meas­
urements. Another study investigated the dependence of the run-out distance on the entrain­
ment rate and the mode of entrainment (at the front of the avalanche or along all its body). It
found entrainment indeed to be an important factor, but under realistic conditions the effect
depended only weakly on the exact properties of the entrainment model. This supports the ex­
pectation that a useful entrainment model can be developped even without a perfect theory of
entrainment.

Shallow-flow models with frictional behaviour, implemented in a higher-order shock­
capturing numerical scheme, give astonishingly good results in the simulations of flow over
various obstacles, even though they do not account for compressive dissipation in the impact.
We thus intend to use such a numerical basis for the new model with flow-regime tmasitions
and entrainment/deposition. This will improve the model's suitability in the design process of
protection dams.

Theoretical analysis of the implications of laboratory experiments on the formation of a sus­
pension layer from a dense gravity mass flow has emphasised the role of the Richardson
number in determining the air entrainment rate at the surface of a powder-snow avalanche.
This work will be continued in the second year of SATSIE..

WP 6 - Data sharing and dissemination of results
This work package comprises two tasks that focus on internal communication and data ex­
change, one task ascertaining the safety of valuable data, and three tasks concerned with
communication with the outside and dissemination of our results to avalanche professionals in
Europe. Accordingly, the first group had to be started very early in the project. While the pro­
ject web-site was soon operational, database design has been delayed due to external reasons.
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The tasks oriented towards disseminating the results of the project can only be started in the
late phase of SATSIE when sufficiently well tested results from experiments and modelling
have been obtained.

Summary of expenditures
The project expenditures of each partner institution during the first year are summarised in the
table below. The over-all sum is slightly larger than budgeted, mostly due to higher costs of
installing experimental equipment. Generally, institutions with experimental infra-structure
have used a relatively larger fraction of their total allocation for the entire three-year period
than the partners active mostly in data analysis and modelling, who will make their largest
contributions later in the project.

By and large, budgeting thus has proved to be realistic. It should be noted, however, that
many budgets are extremely tight due to the cuts imposed on the project during the negotia­
tion period. As the cost of necessary equipment could not be reduced in most cases, personnel
expenditures had to be cut dramatically. This implies that much analysis and modelling work
cannot be done that would be required to reach the maximum benefit from the experiments.

SATSIE: Costs per partner

For period from 2002-10-01 to 2003-09-30

Costs

Contractor Other
Person- Durable

Travel
Consum-

specific
Coordina- Over- Total Budget

nei equipment ables
costs

tion heads costs 1st year

NG/ 100 235 66 533 1 618 23 930 0 31 294 78 758 302 369 302 386
,..

IMO 26 835 21 384 13 911 788 0 0 21 468 84 385 71 619

SGUL 1 804 139 656 124 0 0 545 3 267 17 389

DAMTP 25 027 0 2 415 3 608 0 0 6 210 37 260 47 663

AIATR 14 499 0 7 624 3700 0 0 11 599 37 421 38 838

/NW 50 676 11 100 2 205 10 259 0 0 14 848 89 088 98 579

ETNA 155 802 36 464 9 360 3 346 0 0 42 354 247 325 188 975

Dl/A 21 769 4425 4 167 0 0 0 0 30 361 40 006

OGG 16 157 8 317 11 002 1 541 897 0 7 583 45499 48 748

TOTAL 412 804 148 362 52 958 47 297 897 31 294 183 364 876 975 854 203
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WP 1 - Sensor development (ETNA)
(Workpackage leader: MohamedNaaim)

Introduction and summary
Understanding snow avalanche requires good qualitative and quantitative measurements of
the physical processes involved in avalanche dynamics, both in situ and in the laboratory. The
only way to obtain such measurements is the use of a variety of accurate instruments. Snow is
a complex material and avalanches are a very violent phenomenon, thus classical sensors can­
not always be used. In the framework of this work package, we adapt three existing sensor
types to the specific needs of avalanche research, namely image analysis, force measurements
and seismic sensors. Light-emitting diode/photocell arrays and radar have been used in ava­
lanche research already for two decades; here, our work aims at a leap in the performance of
these systems and also at reducing the cost of the radar systems to the point where they can be
widely used in avalanche alarm systems.

The data from all these sensors need to be analysed with sophisticated techniques in order to
extract the full information contained in it. The development of these techniques is the topic
ofWork Package 2.

Task 1.1. Radar techniques (/NW/NG/)
(Task leader: Helmut Schreiber)

This task includes the development of two different radar sensors:

• Pulsed Doppler radar allows remote measurement of the velocity distribution simulta­
neously in several segments of an avalanche and so provides fundamental information
for understanding the structure of avalanche flows and validating dynamical models.
The Institute of Communication and Wave Propagation (INW) of the Technical Uni­
versity of Graz develops a state-of-the-art system at a significantly lower cost than
older, less performant designs.

• Frequency-modulated continuous-wave (FMCW) radar measures profiles of reflection
intensity through the snow cover and an avalanche flowing over it; the rate of snow en­
trainment or deposition can be deduced from these data. Cross-correlating the signals
from two devices a short distance apart in the flow direction, velocity profiles may be
obtained. A system with much better collimation, spatial and time resolution is being
developed jointly by NGI and INW.

FMCW radar
INW and NGI have during 2003 been developing an FMCW radar (Frequency Modulated
Continuous Wave Radar Profiler) optimised for measuring the velocity and the density inside
snow avalanches. The radars (4 in total) will be placed in pairs at two locations upstream of
the Ryggform dam. The first pair, l 00 m upslope from the dam, will measure the undisturbed
flow of avalanches approaching the dam, whereas the second pair close to the base of the dam
gives information on the piling up of snow at the dam. The radars will be installed in caverns
with lids flush with the ground, the antennas being directed upwards.
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The operation frequency (2.6-4.6 GHz), the huge bandwidth (2 GHz), the measurement fre­
quency (> 80 measurements/s) and the narrow fan-shaped antenna pattern are the main char­
acteristics that make this radar system uniquely suited for the task at hand.

The original SATSIE project plan stipulates that the radars shall be installed in Ryggform this
fall (2003) and record data during the coming winters. There have been unfortunate delays in
the development. The main reasons for this delay are very long lead time for some of the elec­
tronic components and reduced work capacity of a key developer due to a severe illness in his
closest family. Despite this delay, it is our intention to install the radars in the late fall of
2003.

Host PC
comm.

ADC LP filter

PLL TX Amp

Mixer LNA

4 6 GHz

D

Rx

....______. 2 6 GHz.._____,_ ~

4 ms time

• FMCW radar
• Meas. Speed > 80 Hz
• Autonomous operation

Fig. l.l.l. Workingprinciple of the FMCWradar [DSP: Digital Signal Processor, PLL: Phase Locked Loop,
Tx Amp: Transmitter Amplifier, LNA: Low Noise Amplifier, LPfilter: Low-Pass filter, ADC: Analogue-to­
Digital ConverterJ
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Measuring the inner dynam:ics of a
avalanche, time correlation at
dæfferent range cells

Fig. 1.1.2. Schematic view ofFMCW radar location in the ground.

Fig. 1.1.3. Schematic view ofFMCW radar in its container inside a concrete tube in the ground.

(a) Side view. (b) Top view, with the avalancheflow directionfrom top to bottom.
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Pulsed Doppler radar
INW has developed a new pulsed Doppler radar system during 2003. This radar allows sepa­
rate measurement of the internal velocity spectra of snow avalanches in up to 80 range gates,
which may be as short as 25 m (see Fig. l. l .4). After a short pulse has been emitted by the
antenna; echoes reflected by objects in the direction of the beam return with a time lag pro­
portional to the distance between the reflecting object and the antenna. For each pulse, the
echoes are sampled in up to 80 time windows, which may be as short as 0.1667 µs
(corresponding to a range-gate length of 25 m). Combining measurements in corresponding
time windows of a sequence ofpulses, velocity spectra are obtained for each range gate.

Compared to already existing avalanche radars, the design has been completely revised using
microwave circuits developed in-house and a new DSP board (DSP: Digital Signal Process­
ing).

The main characteristics of the radar is the possibility to obtain up to l 0 sets of velocity spec­
tra per second where one set of spectra consists of up to 80 spatial resolution cells (so called
range gates). The operation frequency is 5.8 GHz and the minimum pulse width, which de­
termines the resolution, is 0.1667 µs.

According to the SATSIE project plan, the radar will be installed in Ryggform in the fall of
2003 and record data during the coming winters. It will be placed at the foot of the slope op­
posite to the Ryggfonn path, slightly to the east of the main flow direction, in a compromise
between safety and best measurement conditions. The same location has been used in meas­
urements with AIATR's older system in 1997 and 2003 (see WP 3 for results from the latter
campaign). Using a 1.2 m diameter antenna, its beam will cover the whole slope from the re­
lease area down to the run-out zone (dam).
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Fig 1.1.4. Block diagram of the pulsed-Doppler radar.
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Rangegates

Antenna beam

Figure 1.1. 5. Range gatingprinciple. Up to l O spectrals can be measured in each range gate with the newpul­
sedDoppler radar.

Technical data of INW Avalanche radar

Transmission frequency 5820 MHz
Transmission power 40 dBm at amplifier output
Pulse width, sampling interval n * 0.1667 µs (n == 1,2,3, ... configu-

rable)
Range resolution n ·25m

Pulse repetition frequency (prf) configurable (typically 20-60 kHz)
Unambiguous range 7500-2500 m

Max. measurement range ~ 4000 m
Antenna beam width ~ l 0° (must be adapted to the situa-

tion)
Number of range gates up to 80 (depends on configuration:

prf, range resolution, .. )
Max. sampling rate 2 · 6 MSamples/s ( I- & Q-channel)
Over-sampling (coherent averaging) configurable, typically eightfold
FFT 256 point ,complex
Averaging (incoherent, of amplitude spectra) configurable
Measurement duration (prf == 50 kHz, eightfold over- 81 ms
sampling, twofold averaging)
Max. velocity (prf == 50 kHz, eightfold over- 80,5 mis
sampling)
Velocity resolution 0,63 mis
Table 1.1.2. Specifications ofpulsedDoppler radar built by /NW.
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Task 1.2. Video methods
(Task leader: Philippe Frey)

The main work in making video analysis a routine technique in avalanche research obviously
is in the development of effective and efficient analysis methods and programmes and is re­
ported on in the chapter on Work Package 2. Nevertheless, there are also some questions con­
cerning the proper choice of hardware, of locations and of filming techniques that are the sub­
ject of this task within Work Package l.

Existing avalanches films
In order to focus the development of new analysis techniques and the choice of the optimum
hardware equipment on the specific problems of snow avalanche recordings, we have begun
to process four film clips of avalanches in motion from Ryggform (Norway), Col du Lautaret
(France) and two sites in Spain. A protocol to optimise the digitisation of existing films (espe­
cially on Hi8 format) was fixed. The digitisation process will be completed during the next six
months.

Future films
For future filming a protocol is required. The protocol must give a balance between con­
straints imposed on field observations and the requirements of accurate analysis. One of the
main problems is the low contrast of typical images because snow avalanches are obviously
white objects on a white field. To a lesser extent, climatic conditions (low temperature, wind,
etc.) also require careful consideration.

Image processing algorithms are also important to consider. As an example, if particle image
velocimetry (PIV) has to be used, cameras with multi-shuttering capabilities might be neces­
sary. Indeed, in the laboratory, pairs of images are usually obtained by adjusting the lighting
(stroboscopic lighting or pulsed laser) which is not possible with the continuous solar light
where it is up to the camera to deliver pairs of images or multi-shuttered images. Other issues
to be addressed are synchronisation ofmulti-camera systems and the placement of cameras.

The different options under examination are:
• Colour or black-and-white systems
• High-speed or high-resolution machine vision systems or digital camcorders more than

8-bit field camera for better grey level depth
• Multi-shuttering capabilities
• Digitisation system/ frame grabber
• Rugged design suitable for field operation in adverse conditions

The choice of the cameras and frame grabber will be coupled with the writing of recording
procedures which will be adapted to each field site.
Apart from the choice of camera and frame grabber, special attention is given to the choice of
reference points, which must be matched to the digital terrain model.
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Task 1.4. Optimisation of arrays of paired LED sensors
(Task leader: Herve Bellot)

Summary of the activities completed
During the first six months, the (Luminous Electric Diode) LED technology was used to de­
termine the velocity profiles inside dense snow flows. A new system was designed, devel­
oped, tested and installed at the snow chute at Col du Lac Blanc (CLB). This system was first
severely tested and calibrated. During the first winter (2002-2003), 20 experiments were per­
formed using l 0 pairs of LEDs. These allowed the determination of the velocity profile inside
the chute flow for different flow rate and chute slope.

Major problem we faced during this period
As pointed out in the first six months report, the developed system worked well for shallow
flows. For deep flows, the sensor situated at the bottom of the flow saturated. The signal at­
tained and stayed at its maximum value during a part of the flow duration. It was then impos­
sible to detect and calculate the correlations.

During the second period (summer 2003), we modified the electronic components of the sen­
sors and reduced the distance between the sensors and the flow. The tests we realised with
granular material showed very good results. For the second year we will test the new version
of sensors during the 2003-2004 winter measurements campaign.

Task 1.5. Shear l normal stress sensors
(Task leader: Lambert Rammer)

Summary of the sensors installed in Ryggfonn
Two tri-axial load plates, each with an area of l m2, were installed at the front of the catching
dam in Ryggform in the fall of 2002. The load plates measure shear stresses in two perpen­
dicular axes in the plane of the dam front, and normal stress perpendicular to the dam front.
The design and the installation of these load plates have been described and illustrated in the
first Management Progress Report (pp. 9-11 ).

Activities completed in Cemagref chute
For measuring stresses (both shear stresses in the flow direction and normal stresses), we used
a bi-component piezo-electric sensor (Kistler 9601A21-2-20) sandwiched between two metal
plates whose dimensions are 20 x50 cm". To avoid tilting of the upper plate, it has been nec­
essary to use two sensors. The lower plate is fixed to the beam so that it does not move. The
upper plate is connected to the lower one only through the sensors. The stresses applied by the
flow on the upper plate are therefore transmitted to the piezo-electric transducers, which then
produce positive and negative charges proportional to the applied stress. These charges are
transformed into a voltage by the charge amplifiers. This kind of sensor was chosen because it
was the only one that offered the required sensitivity at stresses of a few Newton and could
also be conveniently installed in our channel.
For a description of the snow chute and images of it, see the chapter on Work Package 3.

19



Activities completed at the Taconnaz avalanche site
We have designed a shear and normal stresses measurement system dedicated to measure lo­
cal forces during the interaction of the Taconnaz avalanche with existing defence structures
(see the chapter on Work Package 3 for a description of the site and the complex system of
defence structures). Two "blades" (large walls 1.5 m wide, 10 m long and 7 m high), situated
at the end of the avalanche gully and at the transition from the track to the run-out zone of this
path, were used as sensor support. The installed load plates have a surface area of 0.04 m2 and
the load cells are designed to measure up to 100 kN. We purchased two three-component sen­
sors from FGP (France). The required force measurement ranges from Oto 100 kN, the meas­
urement frequency is 50 Hertz.

Task 1.6. Adaptation of concentric-cylinder shear cell for snow
(Task leader: MohamedNaaim)

The main objective of this task is the adaptation and test of a concentric-cylinder shear cell to
study the constitutive laws of dense snow. The internal stresses are determined by the local
shear flow and the measurable material parameters of the snow (density, granulometry, cohe­
sion, etc.), Once formulated, the new knowledge will be used to identify different flow re­
gimes. The envisaged experiments need to probe the internal dynamics of snow by simultane­
ously measuring stresses, velocity profiles and fluctuating internal motions in the annular
rheometer under controlled conditions, systematically varying the key flow parameters.

The chosen device is a large concentric cylinder (see Fig. 1.6.1), which can attain 60 rpm and
consists of a drum with a fixed outer wall and a rotating internal cylinder. After the analysis
of a series ofunsuccessful tests, we proposed the following adaptations to suppress the forma­
tion of shear bands as much as possible:

• A lateral load must be applied
• A vertical load is also necessary
• It was also decided to have a Plexiglas lid to enable visual observation of the experi­
ment

• These modifications will be realised in the next reporting period

Fig. 1.6.1. Photo ofthe large rheometer.
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Figure 1.6.2: Schematic ofrheometer.

Task 1. 7. Seismic sensors (UB)
(Task leader: Emma Surihach Cornet)

Our initial goal of purchasing and subsequently installing an Orion seismic signal acquisition
system by Nanometrics Inc. at the test site at Ryggfonn had to be changed. This is due to the
fact that the above-mentioned company no longer produces and sells Orion systems. We were
hopeful that at least we would be able to acquire a newer-generation system manufactured by
Nanometrics Inc., called Trident, but it tums out that this product is still under development
and currently cannot be purchased by end-users.

For the above-mentioned reasons, we launched an extensive search for an equivalent data ac­
quisition system. Specifically, we were looking for a system that would satisfy the following
requirements, among others:

Ability to record data from 6 input channels (i.e., 2 three-component seismometers).
Presence of a 24 bit Digital to Analogue Converter (DAC) to ensure a sufficient dynamic
range. (Signals of a starting avalanche are rather weak, but they become very strong as the
avalanche passes over the sensor.)
Ability to operate in low temperatures and humid conditions (i.e., the enclosure should be wa­
terproof).
Ability to access the system via Internet and/or telephone modem connection for uploading
data and changing the setup.
Ability to record data with a sampling rate of l 00 samples per second or higher.

Initially, we focussed our search on three specific companies, with one specific manufacturer
from the U.K. being the preferred candidate, owing to the high quality of their product and a
lower price tag. Nevertheless, due to the unsatisfactory post-sales customer service, after sev­
eral months of evaluating the existing options we had to abandon the idea of purchasing the
data acquisition system from this particular enterprise. As a result of further investigations
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and consultations with colleagues from various countries, our choice finally fell on a "third­
generation broad-band seismic recorder" manufactured by Refraction Technology Inc.
(REFTEK) (http://www.reftek.com). From among the geophones belonging to the Geophysics
and Geodynamics Department of the University of Barcelona, we decided to install sensors of
0.2 Hz eigenfrequency at this site, instead of others of l or 0.5 Hz. This choice allows us to
obtain a large range of frequencies. This decision was based on our spectral analysis of previ­
ously recorded signals from avalanches in the Alps and the Pyrenees.

At the beginning of 2003, we purchased the REFTEK model 130-01-6 Data Acquisition Sys­
tem (DAS, Fig l.7. l), which meets all five criteria listed above. Due to the ability of the sys­
tem to record signals from six input channels, we have reconsidered the initial deployment
design of the seismic instruments at the Ryggfonn experimental site and instead of placing
just one three-component seismometer in the avalanche path, we placed an additional geo­
phone of identical characteristics near the instrumentation shelter, approximately 400 meters
away from the other geophone. The proximity of the seismic sensor in the path to other in­
struments (particularly, the FMCW radar system) will enable us to compare the seismic sig­
nals with more directly measured avalanche parameters.

Regarding the sampling rate, we plan to initially record data from both sensors with l 00 sam­
ples per second (sps); however, at a later stage, depending on the characteristics of the ob­
tained data, we envisage changing the sampling frequency. This will be possible because the
parameters of the recording can be changed via modem from Barcelona.

One of the main challenges that we have faced during the installation of the seismic equip­
ment at Ryggfonn was the excessive length of the cable (close to 500 m) between the DAS
inside the shelter and the seismic sensor installed in the avalanche path. Although equipment
manufacturer asserted that this configuration is feasible, we had to ensure that the transmitted
signal was still strong enough to avoid the loss of the signal in the electronic and background
seismic noises. The conducted tests were satisfactory (Fig. l. 7 .2), and we are confident that
the seismic energy generated by the avalanches and recorded by the sensor in the path will be
successfully recorded by the DAS inside the shelter.

In addition to the installation procedures described above, we had to solve the problem of set­
ting a common time base for various instruments deployed at Ryggform. Among all the in­
struments at the test site, the seismic DAS is the only one with a precise absolute time, de­
rived from GPS satellites. If the other instruments also possessed a time base of similar qual­
ity, the common time reference problem would have been solved. However, since this was not
the case, a special triggering signal will be fed into various instrument data streams, which
will serve as a common reference base for all the instruments. In our case, we are mainly
interested in the comparison of the seismic signals recorded by our instruments with data from
the FMCW radars and with the high-frequency one-component geophones deployed by NGI
in the lower part of the avalanche path. Specifically, a geophone placed in a mast in the mid­
dle of the track will produce the trigger signal, according to a criterion to be selected, and feed
it into one of the auxiliary channels of the seismic DAS recorder.
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Figure l. 7.1: 6-channel Reftek seismic recorder acquiredfor installation in Rygg/onn.

Figure l. 7.2: Seismic signals produced by the sensor installed in the Ryggfonn avalanche path and recorded in
the hut at a distance of500 m.

Main scientific results obtained in Work Package 1
Two types of radars have been developed and were approaching pre-operational status at the
end of the reporting period:

Pulsed Doppler Radar for measurement of dense-flow avalanche velocities,
FMCW radar for investigation of the internal structure and velocities of avalanches.
Both radars will be installed in Ryggform at the end of 2003 and will be used for the next win­
ter season.

The hardware aspects of video methods for avalanche dynamics analysis are under develop­
ment, with the main focus on colour or black-and-white systems, high-speed or high­
resolution machine vision systems or digital camcorders, field cameras with more than 8-bit
sampling precision for better grey-level depth, multi-shuttering capabilities and digitisation
systems.

The Luminous Electric Diode-technology (LED) combined with cross-correlation methods
was developed further and used to determine the velocity profiles inside dense snow flows.
During the winter 2002-2003, 20 experiments were performed.

Two tri-axial load plates, each with an area of l m2, were installed at the front of the catching
dam in Ryggfonn in the fall of 2002. The load plates measure shear stresses in two perpen­
dicular axes in the plane of the dam front and normal stress perpendicular to the dam front.
Two small tri-axial load plates (0.2x0.2 m2) were set up at the end of the flowing zone of the
Taconnaz site. These plates were installed on existing walls that are part of the defence struc­
ture.
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The adaptation of a large annular rheometer for the study of the constitutive laws of snow is
continuing. The first tests will be undertaken during the next season.

A third-generation seismic sensor and recording system was developed and installed m
Ryggform in the summer of 2003.
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WP 2 - Data analysis techniques
(Workpackage leader: Jim N McElwaine)

Overview and summary
One task comprises the development of algorithms and data-analysis techniques for the two
different types of radar sensors: Pulsed Doppler radar and FMCW radar. Work on the design
of algorithms (porting from existing radars), DSP-software development and PC-software de­
velopment (data-analysis and data-representation) has begun. The software has been mostly
completed so the radar can be installed in Ryggform this fall (2003) and record data during the
coming winters.

The software for processing video film clips has been finished and applied to snow ava­
lanches and laboratory experiments. Control points, which are necessary for camera calibra­
tion, have only been obtained for one avalanche and used to obtain a velocity profile down the
track. For the remainder of the project the software will be applied to any avalanches that are
observed

Work has been done on analysing the frequency response of an ultra-low differential pressure
sensor system. This sensor has been used in laboratory experiments of powder snow ava­
lanches. The data has been presented at two conferences and a paper will shortly be com­
pleted. A brief paper has been written on filming avalanches.

Discussions on impact pressure analysis have been carried out with SLF, Davos, on the cur­
rent state-of-the-art, and preliminary work started on the design of new algorithms.

Existing options for acquiring and consequent processing of avalanche seismic data are re­
viewed. In general, relatively little has been published in terms of the seismic detection and
analysis techniques of avalanches.

In terms of choosing specific seismic data analysis software, it was decided to use the pro­
grams SAC and CORAL. As of the beginning of the year, the above mentioned software has
been installed on an especially dedicated PC running under the Linux OS. Seismic data from
Ryggform has been analysed using these tools.

On correlation methods, two papers have been written on the analysis and design of opto­
electronic sensors. Software for calculating the correlations has been completed. Work is cur­
rently underway applying ideas of matched filtering to improve the signal-to-noise ratio, and
thus reduce the errors. A paper using the techniques will be completed in the next six months.
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Task 2. 1 Radar analysis (/NW)
(Task leader: Helmut Schreiber)

Task 2.1 comprises the development of data analysis techniques for two different radar sen­
sors:
Pulsed Doppler radar (development by INW/TU Graz only)
FMCW radar (common development by NGI and INW/TU Graz, data analysis by NGI only)

Pulsed Doppler radar
INW has been developing a new pulsed Doppler radar system together with the necessary
data analysis techniques during 2003 (see report on Work Package l). The software is mainly
based on existing data analysis algorithms developed for the precursor system owned by
AIATR, which run under the operating system OS/2 and therefore had to be converted to Mi­
crosoft Windows and Linux for the new system.

Furthermore, a new and more powerful DSP (Digital Signal Processing) board has been pur­
chased for data acquisition and calculation of the velocity spectra in this system. For this rea­
son, the DSP algorithms had to be ported to the new hardware.

The software has been largely completed so the radar can be installed in Ryggform this fall
(2003) and record data during the coming winters. In the following years the software will be
revised: Bugs detected during the initial tests will be fixed and new data analysis features will
be added.

FMCWradar
During the first year of SATSIE, the focus in FMCW radar development was on hardware.
The data analysis software will be built up in successive steps as soon as test data from artifi­
cial sources and then from snow avalanches becomes available in the second year of SATSIE.
Basic treatment of the raw data will in the beginning be based on software that has been used
at NGI for the treatment of data from ground-penetrating radar.

Task 2.2 Video analysis (DAMTP)
(Task leader: Jim N. McElwaine)

The software for video analysis is now complete. Video sequences from large-scale ava­
lanches and small-scale experiments can be automatically processed to produce front position,
size and velocity. Four film clips of avalanches have been partly processed (one from NGI,
one from Cemagref and two from DGG). The change-point method with shadow detection
has been shown to work with them. A paper describing the approach has been written (McEl­
waine, 2003). The software has been revised to deal with black-and-white images and an arbi­
trary number of change points. The software has also been applied to powder snow avalanche
experiments with polystyrene balls and snow-the preliminary results from this are included
in the appendix. For one avalanche from Roies (Catalan Pyrenees), camera control points
have been obtained and the camera calibration calculated. For the Ryggfonn and Col du
Lautaret avalanches, control points have not yet been obtained.
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A document detailing advice for filming avalanches has been prepared and is contained in the
appendix.

The DAMTP contribution to this task is essentially completed, and the remaining work will
be applying the software to any avalanches that are observed during the project.

During the first year of the project, the avalanche team at DGG (University of Barcelona) has
participated in this task providing basic information and data for the video processing carried
out by DAMPT. Two video clips recorded by the Unitat d'Audiovisuals (UB) in collaboration
with DGG (UB), SGC (ICC) and Estacio de Muntanya i d'Esqui Boi-Taull, on 11-12 January
1996, were provided. They correspond to the artificially triggered avalanches of Raspes Roies
and Cervi (Boi-Taull ski resort, Central Pyrenees, Spain). The digital topographic map of the
avalanche paths area (ICC, 1988-90) and the digital orthophoto (ICC, 1997), at original scale
l :5000, were also provided.

As field experts with knowledge of the area, we identified a set of control or calibration points
for the Raspes Roies avalanche. These points are used to transform the 2D screen coordinates
of the image to 3D physical coordinates. This work was carried out by comparing the screen
images extracted from the video, the overlap of the topographic map and the orthophoto and
conventional vertical aerial photographs (classical observation with a stereoscope). Previous
work related to this avalanche was published in (Sabot et al., 1998).
Data about snow and meteorological conditions during the experiments are being compiled.

Task 2.3 Air pressure sensor analysis (DAMTP)
(Task leader: Jim N McElwaine)

Work has been done on analysing the frequency response of an ultra-low differential pressure
sensor system. This can measure pressures corresponding to air flow velocities of only 0.3
mis with a frequency response, for the complete system, of order 100 Hz. This system has
been used for measuring the air flow in small-scale powder snow avalanche experiments with
polystyrene balls and powder snow. The results from this have been presented at two confer­
ences and a paper is currently being written.

Task 2.4 Avalanche-dam interaction (IMOR)
This task has been integrated in Task 5.4.

Task 2.5 Impact pressure analysis (DAMTP)
(Task leader: Jim N McElwaine)

Discussions have been carried out with Mark Schaer (Swiss Federal Institute for Snow and
Avalanche Research, Davos, Switzerland) on the current state-of-the-art, and preliminary
work started on the design of new algorithms.

Task 2.6 Seismic signal analysis
(Task leader: Emma Surihach Cornet)

The objectives of the task are:
a) Development of techniques and software for inferring properties of avalanches from

seismic signals in the time and frequency domain
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b) Review of current techniques and proposals for improving measurements
c) Review of data analysis with proposals for improving measurements
d) Development of data analysis techniques

During the first year of the project, we have reviewed various options for acquiring and sub­
sequent processing of avalanche seismic data. In general, relatively little has been published
specifically in terms of the seismic detection and analysis techniques of avalanches.
In terms of choosing specific seismic data analysis software, we decided to use the following
two programs:

l. SAC (Seismic Analysis Code) developed at Lawrence Livermore National Labs
(http://www.llnl.gov/sac/).

2. PITSA, developed by Frank Scherbaum and colleagues (Scherbaum and Johnson,
1992). Version 4.5 of PITSA that we currently use at DGG has been developed by the
Synapse Science Centre in Moscow, Russia (http://www.synapse.ru/).

In addition to this standard software, we developed different algorithms in MATLAB, a
commercial development software package, for specific data analysis tasks, such as the analy­
sis of the avalanche seismic data in the time and frequency domains. This was done using our
previously recorded avalanche data from the Pyrenees and the Alps. The bulk of the data is
from the avalanche test site at Vallee de la Sionne, Switzerland. As part of the given work, a
PhD thesis was defended at the University of Barcelona in July 2003 (Biescas, 2003). Some
results of the given dissertation were published in a paper (Biescas et al., 2003).

Recently NGI has provided us with a set of seismic data recorded by their 6 geophone array at
the test site in Ryggform (Figure 2.6.1 ). Specifically, we have analysed the data from the ava­
lanche that occurred on 17 February 2000. The sensors deployed by NGI at the Ryggfonn site
are lD vertical-component 4.5 Hz geophones of the model SM-6 manufactured by In­
put/Output Inc. These geophones were not installed with the aim of studying the characteris­
tics of avalanche seismic signals but for the purpose of supplementing other observational
techniques by providing the trigger signal (Lied et al., 2003).

The distribution of these geophones in the centre line of the avalanche path, from about 60 m
in front of the dam to the top of the dam, allows us to obtain some information that will be
useful for further studies. We have used these signals to analyse differences between the sig­
nals in terms of the sampling frequency, the amplification and the frequency distribution. This
study has facilitated the choice of set-up parameters for the present installation of seismic
equipment (see Task 3.1). As an example, in Figure 2.6.3 we present different parts of NOI
geophone signals with their corresponding total spectra.

During the first year of the project we have also reviewed options for determining the ava­
lanche velocity using seismic sensors. Although some studies had been conducted in this di­
rection previously, e.g. (Schaerer and Salway, 1980), no conclusive results have been obtai­
ned. We attempted to determine the avalanche propagation velocity from NGI's geophone
data described above by using a cross-correlation method between the signals recorded at dif­
ferent sensors along the track of the avalanche. We selected distinct time windows within the
entire signal on the basis of an inspection of the spectrograms. Figure 2.6.4 shows the cross­
correlation between the signals recorded at geophones #2 and 3; the maximum correlation oc­
curs at a time lag of 16 samples (i.e. 128 ms). Taking into account that the distance between
the sensors is 47 m, we get a propagation velocity of more than 1000 km/h. Obviously, this is
not the avalanche speed but the propagation velocity of the acoustic wave. This work is still
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underway and we are hopeful that by increasing the distance between the analysed geophones
as well as selecting different windows of the signal, we will be able to get an order-of­
magnitude estimate of the avalanche velocities.

In addition, we are working on applying techniques developed in other fields of seismology to
our particular problem. Considerable work has been done on other types of moving sources,
such as volcanic debris flow, rock falls, etc. (Almendros et al., 2002; Ibanez et al., 2000; Jolly
et al., 2002; Arattano and Moia, 1999). We studied the applicability of these methods to our
particular problems and concluded that a simple adaptation is not possible. Nevertheless,
methods used in volcanic or mud debris flow studies could be useful, and we plan to collabo­
rate with our colleagues in this field of research.
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Task 2. 7 Correlation Methods (DAMTP)
(Task leader: Jim N McElwaine)

Two papers (McElwaine and Tiefenbacher, 2003; McElwaine, 2004) have been written on the
analysis and design of opto-electronic correlation sensors. McElwaine and Tiefenbacher
(2003) analyse the traditional cross-correlation approach in one dimension and introduce a
continuous method. (McElwaine, 2004) discusses the calculation of two-dimensional veloci­
ties and gives a more complete description of the continuous approach. The papers contain
design criteria for the sensors. Software for calculating the correlations has been written and
tested. A third paper is under preparation comparing different analysis techniques and the ap­
plications ofmatched filtering.

Main scientific results obtained in the Work Package
The basic data analysis software for the pulsed Doppler radar has been ported to the new op­
erating system environment and is operational. For the FMCW radar, the development of the
software will be initiated as soon as the devices have been completed and data from first tests
are available.

The video analysis software has been used to show the importance of air entrainment during
the motion of powder snow avalanches. The results showed a very large increase in avalanche
volume with slope angle leading to an increased drag that almost exactly matches the in­
creased down-slope component of gravity, with the result that avalanche speed is almost in­
dependent of the slope.

Air pressure data from experiments has been used to explain previously misunderstood data
from avalanches. The air pressure inside the head of an avalanche is negative showing that
there is a large two-dimensional vortex and that the head is far from hydrostatic equilibrium.
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Discussions on impact pressure analysis have been carried out with SLF, Davos, on the cur­
rent state-of-the-art, and preliminary work started on the design of new algorithms.

Besides the choice and adaptation of seismic data analysis software for the newly acquired
stations, possible approaches to the problem of measuring avalanche speeds with geophones
have been investigated. The results are inconclusive at present, and the applicability of meth­
ods used with other geophysical mass flows will be studied in the upcoming project period.

Work on the correlation sensors has shown that previous results using these sensors maybe
have serious errors and a careful re-evaluation is necessary. The theory suggests that with ca­
reful design and analysis these sensors can give high-accuracy velocity measurements and
work is underway to construct such sensors.
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WP3 - Instrumentation of selected facilities
(WP leader: Massimiliano Barbolini)

Summary of work package activity
At the full-scale test site Ryggform in Norway, two load plates were installed on the front side of
the dam and two trenches constructed for housing the ground radars and the University of Barce­
lona's geophones. A Doppler radar for the deflecting dam at Flateyri (Iceland) was installed at
Ryggform temporarily for testing. Electronics damaged by severe lightning had to be replaced.
Pressure sensors were also installed at the Taconnaz retarding and deflecting dam system in France.

Further instrumentation work in France concentrated on the snow chute at Col du Lac Blanc where
the data acquisition system and sensors measuring the flow depth, bed stresses and the velocity pro­
file were installed, tested and used. The measurement equipment for the indoor chute at the Univer­
sity of Pavia was enhanced by acquiring two frame-grabber devices and PCs so that high-speed vi­
deo capturing is now possible at three locations.

Additional chutes that are used in SATSIE are located in Grenoble and Bristol. No changes were
made to their instrumentation, but they will also be briefly described below to complete the over­
view of the experimental facilities used in SATSIE.

Task 3.1- Ryggfonn instrumentation
(Task leaders: Karstein Lied andErik Lied)

Introduction
The Ryggfonn full-scale avalanche test site has been in operation since 1980. During a period of 22
years, an average of 2-3 avalanches per year has been released in the path. The Ryggfonn avalanche
has a vertical drop of about 900 m and a horizontal length of 2100 m. The avalanches range in mag­
nitude from 10,000 m3 to 500,000 m3

, with maximum velocities up to 60 mis (see Fig. 3.1.1).

Fixed installations in the avalanche path
In the lowest part of the avalanche path, there is a 16 m high and 75 m wide retaining dam, see Fig.
3.1.2. In the dam front, two tri-axial load plates, each with an area of l m2, measure the shear stress
in two perpendicular axes in the plane of the dam front and the normal stress perpendicular to the
dam front.

The design load of the plates is 200 kN for shear stress and 400 kN for normal stress. (For details
see the description of the load plates in WP l). The load plates were designed during the summer of
2002 and installed in September 2002 as a part of the SATSIE project. All the other instrumentation
in Ryggform except for these load plates, the FMCW radar, the tri-axial geophones mentioned be­
low and the data acquisition system were implemented prior to the SATSIE project.

On top of the dam there is a 6.5 m high steel mast, see Fig. 3 .1.2, instrumented with a horizontal
geophone and the IMO Doppler radar antenna. This continuous-wave Doppler radar was purchased
for the SATSIE project and has been installed at Ryggfonn in order to compare its results with the
Pulsed Doppler Radar velocity measurements performed by AIATR, before the radar will be in­
stalled in Iceland.

In the ground, 60 m up-slope from the top of the dam, there are 5 vertical geophones measuring
ground vibrations (see Fig. 3.1.3).
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Figure 3.1.1. The Ryggfonn avalanche

Two tri-axial geophones (Lennartz LE3D-5s) were installed with the University of Barcelona in
September 2003. One is located 100 m upslope from the catching dam and one close to the instru­
ment shelter 400m to the side of the avalanche path. These geophones will have a data recording
system separate from all the other instruments; installation is planned for December 2003.

230 m up-slope from the dam is a 4.5 m high concrete structure fitted with three single-axis load
plates, each with an area of 0.72 m2 and a weight of 150 kg. The design load of these plates is 600
kN, see Fig. 3.1.4.

320 m up-slope from the dam, a 6 m high tubular steel tower is fitted with a horizontal geophone
and two single-axis load plates of the same type as on the concrete structure. The tower consists of
three sections, each having a diameter of 1335 mm and a plate thickness of 15 mm, see Fig. 3 .1.5.
Both load-plate types are based on load pins with strain gages as the sensing element. All NGI geo­
phones are low-cost SM-6 or HS-l sensors from Geo Space LP.
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Seismic sensors
In the beginning of October, the University of Barcelona team-with active participation and help
ofNGI-installed 2 three-component seismic sensors manufactured by Lennartz Electronic GmbH
(http://www.lennartz-electronic.de) of the type LE-3D/5s and owned by the University of Barce­
lona.

Figure 3.1.2. The catching dam with the steel mast on top

Each of the sensors was placed inside a hole in the ground to ensure better coupling with the ground
and protection from the snow and avalanches, see Fig. 3.1.7. The sensor in the track at location A in
Fig. 3 .1.6 was placed at the bottom of an 80 cm diameter and l meter deep hole located l 00 m
above the dam along the avalanche path (Fig. 3. l. 7). Within several metres from this hole two other
holes have been prepared to house the FMCW radars. The proximity of the seismic sensor to the
latter instruments will enable us to compare the two types of data.

The second seismic sensor is installed 40 m away from the instrument shelter on the bottom of a
hole that measures 40 cm in diameter and 60 cm in depth (location B in Fig. 3. l. 7, right panel). The
REFTEK data acquisition system (DAS, Fig. 3.1.7) is placed inside the instrument shelter, where it
will be connected to the GPS receiver for keeping accurate time. The shelter already possesses a
phone line and internet connection, which will be utilized for downloading the acquired data and
remote setup of the DAS.

As a result of discussions with the colleagues from NGI, we decided that at the initial stage the
downloading procedure will take place from Barcelona via the telephone modem. In the future, we
hope to overcome the internet security issues and utilize the possibility of the installed DAS to be
directly connected to the network. Data will be stored and processed in special cartridges (SCSI).
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Figure 3.1.3 Cross section ofthe Rygg/onn run-out area. Red arrows mark the positions ofNGJ's geophones. Blue ar­
rows mark geophonesfrom the University ofBarcelona.

Figure 3. l. 4. The concrete structure with 3 loadplates
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Figure 3.1.5 The steel mast with 2 loadplates

Figure 3.1.6 Sketch ofthe installation scheme ofthe geophones. Red arrows show were the geophones (A and B) are
placed.

To avoid lightning damage to the DAS, we have purchased and installed special COMTRAB modu­
lar CTM surge voltage protection plugs (manufactured by Phoenix Contact GmbH) for every con­
ductor between the DAS and the two sensors.
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Radar installation

Figure 3.1. 7 Detail ofthe installation ofthe 3-component LE-3D/5s Lennartz Geophones belonging to the University of
Barcelona.

Continuous-wave Doppler radar ofIMO
On the 6.5 m high steel mast on top of the dam (Fig. 3 .1.2), the antenna of the IMO Doppler radar is
mounted; the radar was installed on 3 February 2003. The device has been installed at Ryggform
temporarily so that its measurements can be compared with the Pulsed Doppler Radar velocity
measurements performed by AIATR before the radar will be installed at its definitive location in
Flateyri, Iceland.

PulsedDoppler radar ofAIATR
The antenna of the AIATR pulsed Doppler Radar was positioned at a distance of 150 m from the
dam, on the opposite slope, during the experiment of 6 April (Fig. 3.1.8).

A pulsed radar system as used by AIATR transmits short pulses of microwave energy and analyses
the received echoes reflected from the target objects hit by the antenna beam. In the case of the ava­
lanche radar, the reflecting object is the ground covered with steady or moving snow. The echo is
sampled separately during a number of adjacent time "windows" and analysed for its frequency
content within each time window. The delay of an echo segment with respect to the emitted pulse is
proportional to the distance of the reflector from the antenna (Fig. 3.1.9). The frequency shift of the
echo is proportional to the velocity of the reflector in the antenna direction; the frequency spectrum
thus represents the velocity distribution in a collection of reflecting particles. This process is called
range gating and allows determining not only the time evolution, but also the spatial structure along
the avalanche path, so that by comparison of subsequent measurements a clear identification of
snow movements on the ground becomes possible (e.g. snow moving through one range element
must appear, with a certain delay, in the adjacent lower range element also).

The use of two frequencies (5.8 GHz and 35.8 GHz) is necessary since electromagnetic waves of
different wavelengths interfere differently with the dense-flow and the powder-snow parts of ava­
lanches. One needs a short wavelength (corresponding to high frequency) to get reflections from the
small snow and ice particles of the powder-snow cloud.
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Figure 3.1.8 Antenna ofthe AIATR radarfacing the avalanche path

400

200

00

800

60

Figure 3.1.9 Range-gatingfor radar velocity measurement ofRyggfonn avalanche. The vertical axis gives the altitude
above sea level, the release area extends some 500 mfurther to the left, to an altitudeofalmost 1600 m a.s. l.
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Data recording equipment
Cables connect the instruments in the avalanche path to an instrument shelter containing data re­
cording equipment, a computer and the Doppler radar cabinet. The distance from the dam to the in­
strument shelter is about 450 m (see Fig. 3 .1.10).

Data from the IMO Doppler radar are stored internally, and automatically transferred to the com­
puter after a trigger event.

Signals from all other sensors are recorded by a data logger (Hottinger Baldwin MGCPlus) and
stored internally after trigger events. Transfer of data from the logger to the computer is done
manually. All sensors are sampled at a rate of 150Hz and low-pass filtered with a filter cut-off fre­
quency of 40 Hz.

The computer that controls both the radar and the data logger can be controlled from NGI's office
in Oslo, and data may be transferred there after avalanche events.

Data of the AIATR pulsed Doppler radar are recorded on a hard disk of the radar control computer,
which is situated in a weather-proof enclosure close to the instrument in the field.

Figure 3.1.10 Instrument shelter (red circle) seen from the dam crest

Activities over the last 6 months
Two 3-axial geophones (Lennartz LE3D-5s) were installed for the University of Barcelona in Sep­
tember 2003.
Repair of signal cable from the uppermost steel mast.
Repair of sensors at the uppermost steel mast that were incapacitated by lightning in the autumn
2002.

Planned activitiesfor the next 6 month period
Installation of 4 FMCW radars in the ground above the dam, see Task 1.1
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Commissioning of new pulsed Doppler radar, see Task 1.1
Installation of data acquisition system for the new geophones

Task 3.2- Instrumentation of dams
(Task leaders: Thierry Faug and Tomas Johannesson)

Flateyri dam

General description ofthefacility
Two 15-20 m high deflecting dams have been constructed above the village Flateyri, in north­
western Iceland, after the catastrophic avalanche accident on 26 October 1995 when 20 people were
killed (Figs. 3.2.1-3).

Figure 3.2.1. Rescue workers at work at Flateyri after the avalanche on 26 October 1995.

Both deflectors have since been hit by moderately large avalanches, in each case with a volume
over 100,000 m3 and an estimated return period of 10-30 years. These avalanches hit the deflectors
with deflecting angles between 20° and 25° and reached a maximum run-up of 12-13 m.

In both cases, the impact with the dam canalised the avalanche in part or over the whole width into
a 20-80 m wide flow, the run-out of which is estimated to have been increased by over l 00 m by
the deflection of the avalanche by the dam. The dams at Flateyri provide a unique location for direct
observations of avalanches that hit deflecting dams. Although the avalanches that have so far hit the
deflecting dams are much smaller than the design avalanches of the dams, they have provided ava­
lanche professionals and the public in Iceland with much welcomed direct evidence of the effec­
tiveness of the defence structures at Flateyri against moderately sized avalanches.

Instrumentation and some examples oftypical measurements
Currently there is no permanently installed instrumentation to monitor avalanche flow at Flateyri.
After avalanches have fallen, IMO staffmeasure the outlines of the avalanches, and the snow thick­
ness in the tongue and the run-up on the sides of the dams for avalanches that reach the dams.
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As examples of the measurements that have been carried out at Flateyri, Fig. 3.2.4 shows the run-up
on the eastern and western dams for the avalanches that hit them on 21 February 1999 and 28 Feb­
ruary 2000.

Figure 3.2.2 Flateyri (photo: Oddur Sigurdsson).

Figure 3.2.3 Flateyri (photo: ©Mats Wibe Lund)
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FLATEYRI

Figure 3. 2. 4 Deflection and run-up(inset) on the eastern andwestern dams at Flateyrifor the avalanches on 21 Febru­
ary 1999 (leftpanel) and 28 February 2000 (rightpanel). The red line circumscribes the deposits ofthe catastrophic
1995 avalanche before the dams were constructed. The dotted blue lines indicates the estimated run-out areas ofthe
1999 and 2000 avalanches ifthere had been no dams.

Future improvement (new installation) planned during the SATS/Eproject
A continuous-wave Doppler radar for measuring the speed of the avalanches will be installed on the
easternmost Flateyri dam as a part of the SATSIE project. The radar will make it possible to obtain
direct estimates of the speed of avalanches as they approach the dam instead of having to rely on
speeds estimated by unverified model computations. The radar has been temporarily installed at
Ryggform in order to compare its performance with that of AIATR's pulsed Doppler Radar, before
the radar will be installed in Iceland in 2004. The necessary foundations and communication cables
at Flateyri are under construction and will be completed in 2003.

Taconnaz dam
A very large defence system against avalanches from the northern slope of Mt. Blanc was con­
structed above the hamlet Taconnaz a few kilometres west of Chamonix, France in 1991. Eleven
walls (1.5 m wide, 10 m long and 7 m high) were built in the beginning of the avalanche stopping
area. One wall in the upstream row is situated right in the centre of the path. Two sensors for meas­
uring avalanche forces were designed and installed on this latter at two different heights. Each sen­
sor measures the three components of the force exerted by the avalanche flow. The data are re­
corded on a data logger from Campbell Scientific, Inc. The maximum sampling frequency is 50 Hz
for each force component.
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Figure 3.2.5 The Taconnaz dam system. At the left edge ofthe picture andjust above the little patch offorest in the
foreground, a huge deflecting/catching dam can be seen. On the left side of the upper halfof the defence area, 14 bra­
king mounds slow down parts ofthe avalanche en route towards the inhabited area. Finally,just below the end ofthe
gully, two rows ofdeflecting walls attempt to diffuse the avalancheflow sideways. Pressure sensors have been installed
on one of the middle walls ofthe upper row.

Task 3.3 - Snow chute instrumentation
(Task leader: MohamedNaaim)

The goal was to build a "laboratory" type of experiment in which the flow can easily be controlled
and reproduced. At the same time, it should be located at an altitude high enough so that snow can
be brought directly from the ground to the experiment after a snow fall. Such a device has been
built near the Alpe d'Huez ski resort. A large number of preliminary tests were performed in the
course of the winter 2002/03 in order to achieve full control of the instrumentation, and finally, the
first results were obtained at the end of the season.

The cohesive nature of snow forced us to have a motorised feeding system for the flow. We were
afraid that if one stocked snow in a hopper and just opened it, cohesion due to sintering would pre­
vent the snow from flowing. Therefore, we designed a feeding system which consists of a storage
hopper with an Archimedes' screw. Such feeding systems are commonly used in industry and are
known to provide a constant flow rate. The screw is 4 m long and its diameter is 60 cm. It has a
slightly increasing step to avoid compaction of the snow while it is carried out. The screw is driven
by a diesel engine by means of a hydraulic transmission. This enables us to set any constant rate up
to 220 m3/h. Since the storage capacity of the hopper is around 5 m3

, the flow can last from one to
several minutes. However, to avoid significant compaction of the snow, the hopper is filled only to
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one half of its capacity, leading to flows of about 40 to 60 seconds, which is long enough for our
purposes.

Flow channel
The channel is sitting on a beam whose inclination is adjustable. The slope of the channel can be set
from 27° to 45° in steps of 2°. The channel length is 10 m, its width 20 cm and its height 20 cm.
Since it is narrower than the screw, a funnel-shaped slide links the end of the screw to the beginning
of the channel. The bottom of the channel is covered with sand paper so as to achieve a roughness
similar to that of a snow cover. Underneath, the channel has a double bottom where the electronic
systems required for the sensors are installed.

Experimental procedures
It took us a fair number of unsuccessful attempts before becoming able to produce flows as steady
and uniform as possible. The main obstacle to this is the sintering cohesion of snow in the hopper
that, in the best case, transforms the flow into a succession of blocks sliding into the channel an, in
the worst case, is so strong that it prevents the rotation of the screw. Therefore, a sieve was installed
on top of the hopper, through which the snow has to pass before being stored in the hopper. This
operation has to be done only a few seconds before the beginning of the experiment so as to reduce
the sintering.
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Figure 3.3.1 Schematic ofthe Col du Lac Blanc chute.

The other difficulty we had to resolve was the transformation of the snow grains through heating or
through solar radiation. This led us to perform our experiments by night, which is the best guarantee
to have cold weather and no sun.

Instrumentation of the CLB chute
The sensors installed in the channel measure (i) the flow height, (ii) the normal and shear stresses at
the bottom of the flow, and (iii) the velocities inside the flow, from which velocity profiles are de­
rived. At the same time, these measurements enable us to also obtain the effective friction coeffi­
cient, defined as the ratio of the shear and normal stresses, and the mean density of the flow.
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A common criterion for the choice of all sensors was their performance under the temperature and
humidity conditions of the high-mountain environment.

For measuring the flow height, we use three optic distance sensors mounted above the flow, per­
pendicular to the chute plane. The sensors are LEUZE ODS MN-5010-600-421, recalibrated to
measure distances from 100 mm to 350 mm. Mounting them 30 cm above the bottom of the channel
allowed us to measure flow heights from O to 20 cm to a precision of l mm, which is only slightly
larger than the typical grain size.

To measure stresses (both the normal and shear stresses) we used a two-component piezo-electric
sensor (Kistler 9601A21-2-20) sandwiched between two metal plates, whose dimensions are 20x50
cm'', To avoid tilting of the upper plate, it was necessary to use two sensors. The lower plate is fixed
to the beam so that it does not move. The upper plate is connected to the lower one only through the
sensors. The stresses applied by the flow on the upper plate are therefore transmitted to the piezo­
electric sensors, which charge a capacitor in proportion to the stress. These charges are then trans­
formed into a voltage by the charge amplifiers. This kind of sensor was chosen for it was the only
one that combined the required sensitivity to stresses of only a few Newton with convenient instal­
lation in our channel.

However, the charge amplifiers contain complex electronics that are very sensitive to temperature
and humidity conditions. In particular, it is crucial that their temperature remain above 0°C. There­
fore, they have to be warmed up before and during the experiments. Moreover, their calibration
fluctuates because of changing humidity. To perform correct measurements, one has to calibrate the
system in conditions as close as possible to those of the experiments. We finally resorted to calibrat­
ing them just a few seconds before the snow flow.

Figure 3.3.2 A view ofthe hopper used to store the snowfor experiments at Col du Lac Blanc.

To measure velocities we used the cross-correlation method applied previously by J. D. Dent and by
K. Nishimura and co-workers. based on the correlation of two signals obtained by two identical
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sensors located downstream one from the other. Basically, each velocity sensor is made of two
identical optical devices. These devices are very sensitive to the amount of light collected by the
phototransistor. Since this amount of light depends on the granularity state of the reflecting surface,
the signal obtained is characteristic of the snow pack that reflected the light from the LED to the
phototransistor.

Resources employed
a) 4 persons were used for 4 months to set up and test the chute.
b) Purchase of the sensors and data acquisition system.

Task 3.4 - Instrumentation of chutes for granular flow studies
(Task Leader: Massimiliano Barbolini)

Pavia chutes
Two distinct chutes for experimental studies with granular materials are presently available at the
Pavia laboratory.

Chute A
The channel (see Figure 3.4.1) has rectangular shape and is 35 cm wide and 6 m long, with a con­
stant slope which can be adjusted from 0° up to about 45°. The bed of the channel is metallic and
the lateral walls (50 cm high) are made of Plexiglas. A pneumatic gate is installed at the beginning
of the channel. The reservoir is 0.8 m long, has a volume of about 0.15 m3, and must be loaded
manually.

Section shape Rectangular
Length 6m
Width 35cm
Height of the lateral walls 50cm
Roughness (with water) N== l (Marmingi
Table 3.4.1. Mainfeatures ofChute A
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Figure 3.4.1 View ofthe experimental chute

In the experiments the inclination of the chute was set to 30°, and was held fixed. The video­
recordings were made in a window located about 4.5 meters downstream from the release gate (see
figure 3.4.2).

In order to vary the frictional properties of the sliding surface, we constructed two rough surfaces
that can be used as chute bed in addition to the metallic bed: one was made rough by gluing a layer
of particles onto a board and the other by using no. 60 sand paper.

48



observed reach

reservoir

l

Figure 3.4.2 Side view ofthe chute, with indication ofthe recording area

Chute B
The construction of a new experimental chute (chute B) has been recently completed (Figure 3.4.3).
It is 10.38 m long and 30 cm wide, the lateral walls are 30 cm high. It is made of two Plexiglas
segments: the first is 5 m long and the second is 5.38 m long. The two segments can be inclined at
very different angles.

This channel will be mainly employed to study bed erosion and deposition phenomena, and flow
regime transition related to slope changes. Table 3 .4.2 summarises the features of Chute B.
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Figure 3.4.3 Side view ofthe Chute B and the supporting structure

Cross-section Rectangular

Length of first segment 5m

Length of second segment 5.38 m

Width 30 cm

Height of the lateral walls 30 cm

Roughness (with water) N == l (Manning)

Table 3.4.2 Mainfeatures ofthe Chute B

High-speed camera
Even though high-speed capturing systems have existed for many years, the hardware and software
components are still very expensive. Our main aim was to build a system with a frame rate that was
higher than in usual analogue cameras, but at a comparable cost. In order to achieve this goal, we
used off-the-shelf components and avoided, when possible, special purpose parts that raise the cost
of the system significantly. Moreover all the software had to be open-source so it was easily adapt­
able to our needs and it carried no direct additional costs.

The heart of the system is an advanced camera with digital interface made by Pulnix. It is capable
of a sustained rate of 30 million pixels per second that may be arranged into different frame-rates as
shown in table 3.4.3.

Width Height Frequency
Full height 640 480 120 Hz
Half height 640 198 240Hz
Quarter height 640 100 350 Hz

Table 34.3. Image sizes andframefrequencies available in the high-speed camera system.
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The camera has an electronic shutter able to manage exposure times from 1/60 sup to 1/32'000 s.
In order to illuminate the stage, two photographic lights, with a power of 1250 W each, are used.

Activities started
In the first year of the project, purchase of new equipment to be used during the SATSIE project has
been planned. In particular, two additional digital frame grabbers have been acquired (only one was
available so far) so that we can use three cameras simultaneously during experiments. Also, two
PCs for data logging have been bought, as well as different kinds of granular material for experi­
ments.

Activities during the last 6 months
a) Chute experimentsfor analysingflow regimes (started in the summer 2003)
Experiments with granular materials were carried out at the Pavia chutes to investigate several as­
pects of flow regimes. Granular materials exhibiting some cohesion and locking properties were
used. High-speed video recordings at different locations and with different chute beds were used to
compare the velocity profile. The use of coloured particles helps in identifying them and in under­
standing the velocity fluctuations in the flow.

b) Erosion/Deposition experiments (started in the summer 2003)
Some experiment with granular materials were carried out at Pavia chutes, and more experiments
will follow, to investigate aspects of erosion/deposition processes, such as the location of primary
erosion and deposition zones (at the front, at the bottom, in the tail), the erosion rate, and how the
eroded material is merged with the moving one. Similar experiments should also be carried out with
snow at the Col du Lac Blanc chute.

Planned activitiesfor the next 6 month period
a) Deflecting dam experiments (starting in spring 2004)
A series of experiments will be performed at Pavia chutes to analyse the dynamics of granular flows
that hit deflecting dams, with special emphasis on the conditions that determine overflow of the
dams. The results will be compared with traditional criteria for the design of deflecting dams and
formulas recently derived from shock dynamics, and also with results of similar experiments per­
formed in a smaller chute in Bristol in the spring of 2003.

b) Catching dam experiments (starting in spring 2004)
A series of experiments will be performed to analyse the dynamics of granular flows that hit catch­
ing dams, with special emphasis on the conditions that determine overflow over the dam and dissi­
pation of kinetic energy in the impact with the dam. The results will be compared with traditional
formulas for the design of catching dams and recent results from experiments at other scales in
Bristol, Reykjavik and Davos.

Chutes at Cemagref Grenoble: granular flows and interaction with obstacles

Chutefor continuous granularflows
The experimental set-up consists of a 2 m long and 5 cm wide Plexiglas channel, two hoppers and a
pumping system (as is illustrated in Fig. 3.4.4). Glass plates (2 mm thickness) on vertical walls al­
low to limit electrostatic effects and to preserve the good transparency of the sidewalls. The inner
width of the channel is thereby reduced to 46 mm. A rough channel bottom is obtained by gluing
beads (with the same diameter as the beads used in the flow) on a thin PVC band (thickness l mm,
length 2 m). The technique involved depositing beads on a double-sided adhesive film. The pump­
ing system allows us to let the material circulate without interruption. We use a rough bed in order
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to make steady uniform flow possible in a whole range of channel inclinations. Indeed, studies on
granular flows down rough inclined channels (Savage, 1984; Ancey et al., 1996) showed the exis­
tence of steady uniform flows in a whole range of inclination angles (spanning 5-10°) starting from
a value close to the internal friction angle of the material obtained from the traditional tri-axial
measurements of soil-mechanics.

-·· ... -·---... ,e:::.~~~.....,_!L;,a,l'-i.;--,,~-~ - -·------,~•-·- 'i
: 31.(1
l,

Figure 3. 4. 4 Schematic view ofthe chutefor continuous granularflows (left side) andphoto showing the interaction of
a continuous granularflow with a dam (right side).

For controlling the mass flow rate, the supply hopper at the upper channel entrance is equipped with
a cone-shaped valve which more or less obstructs the hopper exit. The material flows down the
channel and falls into a collection hopper. Screws powered by two Siemens gears return the mate­
rial to the supply hopper. The cone-shaped valve is calibrated by weighing the mass of fallen mate­
rial for a given interval time. As is well known for hoppers, the mass flow rate is independent of the
height of material stocked inside it; it usually depends only on the size of the particles and the exit
geometry. The uncertainty of the mass flow rate is estimated around 5%. The channel inclination
can be varied between 0° and 45°. Flow depths are measured with a video camera or with optical
sensors. Uncertainty of the flow depth is estimated around 0.5 mm. The discharge Q is deduced
from the mass flow rate Qm by assuming that the density is nearly uniform for a steady flow:
Qm == ¢ppQ, with the solid concentration Ø assumed constant. The mean velocity is computed as:
u == q/h, where q == QIf is the discharge per unit width, h the flow depth and f the channel width.
This experimental set-up is used to compare flows hitting obstacles with reference flows without
obstacles. It allows quantifying the zones of influence upstream and downstream of the obstacle.

Chutefor transient granularflows
As is illustrated in Fig. 3.4.5, the experimental set-up consists of two inclined planes (l m wide), a
channel with two side-walls that are 0.93 m long and 0.2 m apart, and a box to store the granular
material before releasing it. The released mechanism allows to simulate dam-break release or to
control the starting height of the flow. The first plane is 2 m long and the second is l m long. The
bed consists of PVC covered with sandpaper or of particles glued to the bottom (the same material
is used as in the flow). The two planes can be inclined independently.

Several variables are measured in the reference granular avalanches (i.e., without obstacles): (i) the
front velocity in the channel (flow zone of the granular avalanche) with a video camera, (ii) surface
velocities in the channel with a video camera (using coloured beads), (iii) flow depth with a video
camera positioned sideways or with optical sensors, and (iv) the front velocity downstream of the
channel (in the run-out zone of the granular avalanche) with a video camera. The maximum run-out
distance and the deposit shape are also measured.
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This experimental set-up is used to study the effects of obstacles on transient granular flows. Dif­
ferent configurations of obstacles (depending on obstacle shape and location at the channel exit or
in the run-out zone) are being tested. These measurements allow quantifying the influence of obsta­
cles on the run-out deposit of granular avalanches.

The two side-walls and the box are connected and can easily be moved to another inclined plane
with a more accurate inclination measurement system. This technique has been used to study the
retaining capacity of a dam located at the channel exit.

Figure 3.4.5 The transient granularflow chute (left side) and interaction ofa transient granularflow with a dam (right
side).

The Cemagrefwater tank
The experimental set-up consists of a 4x2x4.5 m3 water tank with glass walls (Figure 3.4.6). Buoy­
ant clouds flow along an inclined plane from a small immersed tank (length 20 cm, width 15 cm,
capacity 4 l) with a release gate. Powder-snow avalanches are simulated by a heavy fluid (salt water
plus kaolin) dispersing into a lighter one. The density of the heavy fluid relative to water is 1.2. By
adding kaolin, the gravity current in the water tank becomes visible. Kaolin is also necessary be­
cause ultrasonic velocity measurement methods depend on particles within the suspension. Contrary
to what occurs in nature, the avalanches in the laboratory simulation start already as suspension
flows. Furthermore, the entrainment of particles is not simulated.

Both 3D and 2D simulations can be performed. In the 2D configuration, the avalanche is confined
to a channel along the entire path (length 285 cm, width 15 cm, height 50 cm). In the 3D configura­
tion, the avalanche is first confined to a short channel representing a gully (length 47 cm, width 15
cm, height 30 cm) before flowing down on an open slope (length 300 cm, width 190 cm). The ex­
periments can also be carried out with obstacles representing defence structures. We determined
experimentally that the highly turbulent nature of the avalanches requires ensemble averaging over
five identical experiments (see Fig. 3.4.8).
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Figure 3. 4. 6 A general view ofthe water tank with the submerged channel and the 2D channel.
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Figure 3.4. 7 Schematic drawing ofthe water tank with the submerged channel

dam

Figure 3.4.8 A typicalflow: the obstacle caused an acceleration oftheflow above it. This acceleration caused a vortex
to appear downstream ofthe dam.

Measurement techniques
Two cameras are used (top and side views) to obtain the height, length, width, shape and front ve­
locity of the flow. The Doppler ultrasonic velocimeter measures the component of the particle ve-
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locity vector in the direction of the transducer. This sensor exploits the frequency change of an
acoustic wave as it is scattered back from moving particles present in the heavy fluid.

In the near-field zone between the head of the transducer and a distance of 16.7 mm, the acoustic
field is basically cylindrical, with a diameter of 5 mm. In the far-field zone, the intensity of the
acoustic field varies as the inverse of the square of the distance from the transducer and oscillates in
the plane perpendicular to the axis of propagation (see Fig. 3.4.9).
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Figure 3.4.9 Transducer with apex angle ofthe acoustic field.
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Figure 3.4.10 Side view ofthe chute.

In the experiments, the following dimensionless numbers are used (see Table 3.4.5):

[Nature Laboratory

Relative density difference Llp 4 0.2
p

Reynolds number Re 108 104

Densimetric Froude number ..j U 2.2 2.2gH~p/p

Table 3.4.5 Dimensionless numbers in nature and in laboratory experiments
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Chute and flume in Bristol
The experimental chute and flume in Bristol are situated in the Department ofApplied Mathematics
of the University of Bristol. The laboratory is a fluid dynamics laboratory that has recently been es­
tablished. It is equipped with various chutes and tanks for fluid experiments along with analogue
and digital video cameras and other instruments.

The wooden chutefor granularflows
The experiments in this chute were designed to study high Froude number granular flows deflected
by a dam and identify the flow behaviour in the interaction with the dam.

The experimental chute is a 6m long plywood chute consisting of two straight sections, one inclined
at 38° and the other one horizontal, see Fig. 3.4.11 and 3.4.12. The sections are connected by a thin
plywood sheet, positioned 232 cm down-slope from the gate, to obtain a smooth transition between
the sections. The chute has 20 cm high side walls made out of Perspex to allow for video recording
from the sides.

Figure 3. 4.11 A photograph ofthe experimental set-up ofthe wooden chute at Bristol University.

~= 0

Figure 3. 4.12 Schematic ofexperimental set-up.
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The deflecting dams are constructed out of plywood and positioned at the upper section of the chu­
te, 169 cm down-slope from the gate, at five different deflecting angles to the flow (8°; 15°; 24°;
32° and 44°), see Fig. 3.4.13. The ratio of the dam height to the flow depth was varied from l to the
dam height needed to fully deflect the flow for each deflecting angle, or up to a maximum of 20.

Fl r ~ p,.~

])J1fl .ti11 darn

C.am-·· 2
/
0
~

1-52 ~n

Figure 3.4.13 Plan view of the chute section next to the deflecting dam. Camera l is located above the deflecting dam.

Glass ballotini particles ofmean size 90 µm, density 2500 kg m-3 (bulk density of 1600 kg m-3) and
approximately spherical shape were used. The flow speed on the chute was measured by tracking
tracer particles that were thrown into the flow, and the flow depth was measured using an optical
depth sensor (Leuze ODS96M/D-5020-600-222) that uses infrared light to measure the distance to a
surface. Time series of the depth and the flow speed were obtained in this way. The interaction be­
tween the flow and the deflecting dams were recorded from above and from one side by video and
subsequently analysed. The run-out length and distribution of the deposited particles were meas­
ured.

The Perspexflumefor waterflows
Experiments in the water flume were conducted to test how well shallow-water shock theory agrees
with shallow water flow against a deflecting dam. The experiments involved a steady stream of wa­
ter flowing down a 20 cm wide channel, hitting a deflecting dam and forming a steady hydraulic
jump. The depth profile and deflecting angles were photographed with a digital camera, through the
side of the dam and from above.
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Figure 3. 4.14 Set-upfor deflection experiments with water. A steady stream ofwater is supplied through three hoses
and stored in a reservoir. The waterflows over a weir and under a gate to minimise turbulence and wave action. It then
continues down the 20 cm wide Perspex channel beforefinally hitting a deflecting dam. The super-criticalflow is 5 mm
deep on average, with a speed ofjust over l m s-1.
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WP 4 - Measurement campaigns (AIATR)
(Workpackage leader: Lambert Rammer)

Summary of experiments during the winter 2003 (Tasks 4. 1 to 4.4)
This chapter reports on the results obtained in experiments on two real snow avalanches at the
Norwegian test site Ryggform, one small-scale experiments with snow in the chute at the Col
du Lac Blanc (France), and one small-scale experiments with dry granular materials or water
at laboratory chutes in Pavia (Italy) and Bristol (England). All experimental facilities are de­
scribed in the chapter on WP 3, while the new non-standard sensors are discussed in the one
on WP l. Furthermore, the experiments carried out in Pavia and Bristol are covered in detail
in two reports (Barbolini and Pagliardi, 2003; Håkonardottir et al., 2003) that are reproduced
in full in the annex to the present report. Those experiments will therefore only be summa­
rised in this chapter.

Despite the unusually mild conditions in western Norway with few significant precipitation
periods throughout the winter 2003-2003, measurements were obtained of two avalanches at
Ryggform, one spontaneous ofmedium size and one small, artificially released. Only pressure
measurements at one obstacle in the path and one at the dam could be obtained from the spon­
taneous event, as the FMCW radars developed by SATSIE are scheduled to be installed by
the end of 2003. Velocity measurements with AIATR's pulsed Doppler radar were made of
the artificially released avalanche. Load data were obtained at the measurement points in the
path, but due to the short run-out there were no data from the dam. In Flateyri and Taconnaz
there was no avalanche activity this winter. None of these two sites were instrumented at the
time.

During the first year of SATSIE, the experiments at the chutes in Pavia and at Col du Lac
Blanc focussed on the flow regimes exhibited by flows over smooth and rough surfaces, and
with snow and dry granular materials. Experiments in Pavia on a smooth bed clearly showed
the characteristics of the collisional flow regime in the body and the grain-inertia regime in
the more dilute head, with significant slip at the bed. Moreover, the non-dimensionalised ve­
locity profiles collapse intriguingly well with those measured in snow flows over a wide range
of scales. Over a rough bed, steady-state flow was not achieved, and high particle concentra­
tions indicative of the frictional (quasi-static) flow regime were found in the body of the flow;
in agreement with this, the velocity profiles were linear without slip at the bed. In contrast, the
measurements at the snow chute achieved steady-state flow over an even rougher bed than in
Pavia, but the linear velocity profiles showed little shear and very pronounced slip. At first
sight, the results appear to be somewhat contradictory between the snow flows and the granu­
lar ones, but it is conjectured that the observed differences are due to different boundary con­
ditions, slope inclination and particle properties. Further measurements will be made during
the second year to clarify these points.

Chute experiments in Bristol confirm that dry granular flows impacting on deflecting or
catching dams are quite well described by shocks in shallow-water theory-even better than
water flows themselves. Further work will focus on understanding the observed deviations
from theory, investigating the effect cohesion has on the impact behaviour, up-scaling to real
avalanches and extracting the consequences for the design of protection dams. For this last
step, observations of real snow avalanches impacting on the dams in Ryggform, Flateyri and
Taconnaz would be highly desirable.
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Task 4.3 (cross-comparison of experimental results at different sites and scales) could not yet
be tackled in full because the FMCW radar devices under development (WP l) are needed to
obtain information on the processes in the interior of the avalanches at Ryggform, Task 4.4 is
scheduled only for the third year of SATSIE.

Task 4.1 Ryggfonn full-scale experiments (NG/)
(Task leader: Karstein Lied; participation ofK. Kristensen, L. Rammer, H Schreiber)

The avalanches studied at the Ryggform site are both natural and artificially released. In the
case of natural avalanches, the recording system starts when the signal from a geophone on
the uppermost construction (the steel tower) exceeds a pre-set triggering level.

Artificial avalanches are released by detonating up to five pre-placed charges in the starting
zone by means of a radio-controlled detonating system. Typically, each charge consists of 75
to l 00 kg of dynamite. Artificial avalanches are usually videotaped and photographed with a
time-lapse camera. In some cases, filming is done from the opposite mountain ridge. Ava­
lanche debris boundaries are mapped and the surfaces surveyed for volume calculations.

In the winter 2002-2003 two avalanches were recorded. A natural avalanche occurred in mid­
January and another avalanche was artificially released on April 61\ 2003 (Fig. 4.1.1 ).
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Fig. 4.1.1. Map of the test site with the avalanches recorded in 2003. The dotted line indicates the natural ava­
lanche recorded on January 15th, while the solid line represents an artificially released avalanche on April 6th
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Brief description of avalanche events

Natural avalanche on January 15th

The winter 2002-2003 had unusually stable weather and comparatively small amounts of
snow. Despite of this, data from one cycle of natural avalanches and one artificially released
avalanche were obtained.

During a period of strong winds and snow from January l l th to l gt\ several natural ava­
lanches ran in the Ryggfonn path and the adjacent area. The largest avalanche in this period
occurred on January 15th at 13.27 h. Because the 0°C isotherm was at around 1000 m a.s.l. at
the time of release, the avalanche consisted ofpartly wet snow.

As can be seen from Fig. 4.1.2, the avalanche originated from the west side of the cirque and
lower on the west ridge. Bad visibility and irregular terrain made it difficult to estimate the
depth and extent of the initial fracture. A rough estimate of the mean fracture height would be
around 1.5 m. The areal extent of the initial slab would be around 50,000 m2 (horizontal pro­
jection). However, it is evident that some entrainment of the loose, wet snow in the lower path
has taken place. The volume of the deposit in the run-out zone below the load cells on the
concrete structure is estimated to around 120,000 m3.

Figure 4.1.2. Deposit of the January l 5th avalanche. Photo takenfrom the dam.crest.

Artificially released avalanche on April th
Following the mid-January storm period, there was unusually little precipitation in Western
Norway: Despite the fact that the snow cover was rather unstable because of depth hoar for­
mation in the early winter, no further natural avalanches were released. After a brief period of
snowy weather in the beginning of April, it was decided to try to release an artificial ava­
lanche on April 6th. The automatic measurements were extended with manually operated
Doppler radar velocity measurements by the AIATR team. Video recordings were taken from
the opposite mountain ridge. The release was triggered by detonating 150 kg of pre-placed
explosives buried under the massive cornice at the top of the starting zone. The resulting ava-
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lanche was comparatively small, but it did reach the load cells in the lower path. However, it
stopped about 150 m short of the dam.

The avalanche was released during dry snow conditions with fresh wind slab formation in the
starting zone. In the lower half of the path, most of the snow pack consisted of melt-freeze
metamorphosed snow, covered by about 10 cm of dry new snow at the top. The initial slab
had an area of about 18,000 m2 (horizontal projection) and the crown height was about l m.
Because of the more stable snow in the lower part of the path, entrainment gradually de­
creased and there was a loss of mass before the avalanche reached the measurement devices.
Only a small fraction of the mass was able to pass the concrete structure.

Figure 4.1.3. Starting zone ofthe avalanche that was released artificially on April 6th. The initial slabfracture
can be seen below the blasted cornice.

Results

Natural avalanche on January ts"
Load data were obtained from the load cells at the steel tower (Fig. 4.1.4), the concrete struc­
ture (Fig. 4.1.5) and the load plates on the dam (Fig. 4.1.6). Because of the unusual starting
zone, the avalanche appears to have entered the normal path from an angle, thus hitting the
steel tower and the concrete structure further down-slope nearly at the same time. This would
explain the simultaneous impact times observed (Fig. 4.1. 7), but this also makes any speed
estimate difficult.
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Figure 4.1.4. Loadplate measurements at the steel tower during the January 15th avalanche.
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Figure 4.1.5. Load cell measurements at the concrete structure during the January 15th avalanche.
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Figure 4.1. 6. Geophone and load cell measurements at the impact on the dam during the January l 5th avalan­
che.
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Figure 4.1. 7. Avalanche arrival times at the steel mast, concrete structure and catching dam of the January 15th
avalanche.
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Artificially released avalanche on April 6th

At the time of release the load cells furthest up in the path, on the steel tower were malfunc­
tioning, thus no data were obtained from this point. The load cells further down at the con­
crete structure were functioning, but show fairly low load values (Fig. 4.1.9). Since the ava­
lanche came to a halt shortly below the concrete structure, no data were obtained from the
sensors at the dam.

The antenna of the pulsed Doppler radar of AIATR was set up on the slope opposite the ava­
lanche track at an elevation of about 25 m above the bottom of the valley and at a distance of
150 m from the crest of the dam. The radar control system was situated about 50 m further up
in the slope for higher safety. The centre line of the radar beam pointed to an area in the ava­
lanche track approximately 250 m above the steel tower. The angle at which the efficiency of
the microwaves is half of the efficiency at the centre line is 9.5° on both sides of the centre
line in the vertical, and 5 .5° in the horizontal direction. In the upper part of the track, at a dis­
tance of about 1200 m from the antenna, the avalanche cannot be detected by the radar beam
because it is hidden by a convexity in the terrain profile.
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Figure 4.1. 8. Range gate settingsfor the radar measurements on April 6th at Rygg/onn.

The radar data acquisition software was set up with 40 range gates (RG) with a length of 50 m
each, beginning at a distance of 50 m from the antenna. Trigger values were defined as three
times the noise level for the intensity of the signal and as 2.5 km/h for the velocity. The end of
the run-out occurred in RG 7 at 400-350 m from the antenna or about 230 m before the dam.
The steel tower is located at the beginning of RG l 0; the concrete structure is located at the
beginning ofRG 8 (Fig. 4.1.8).

Because the released avalanche was very small, no reflection signal could be recorded at large
distances. The measurements could be analysed only for a distance of 900 m or less from the
antenna position. The time diagrams (Fig. 4.1.9) could be plotted beginning at range gate 18
(950-900 m from the antenna) and ending at RG 7 (400-350 m). Each diagram of the velocity
at maximum signal intensity shows 40 s of avalanche running time.
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Figure 4.1.9. Time-velocity diagrams at maximum intensityfrom range gate 20 to range gate l.

For each RG (except RG 8), the peak velocity occurs when the avalanche head enters the RG,
decreasing to zero after about 12-15 sin most of the measured track, and after about 25 s m
RGs 14 and 13.
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Figure 4.1.10 shows the corrected front velocity along the slope profile. The plot starts in RG
18 with about 70 km/h, and then the velocity decreases to about 60 km/h at the end of RG 16.
In RG 14 and RG 11, the velocity peaks twice above 90km/h. Afterwards, the avalanche be­
gins to slow down, hitting the tower with 57 km/h and the concrete structure in RG 8 with
40km/h. In RG 7, the avalanche runs out and stops about 230m before the dam.
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Figure 4.1.10. Correctedfront-velocity diagram over avalanche path, avalanche ofApril 6th 2003.
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Figure 4.1.11. Impact ofthe April 6th avalanche on the steel tower (top) and the concrete structure (bottom).
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Figure 4.1.12. Load-cell measurements at the concrete structure during the April 6th avalanche.
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Task 4.2: Chute experiments - Introduction to the task (SGUL)
(Task leader: Chris Keylock)

A variety of chute measurement campaigns have commenced within the first 12 months of
SATSIE. These include:

• Experiments on the overtopping of deflecting dams by granular flows (IMO - Univer­
sity ofBristol);

• Analysis of the velocity profile in flowing snow (ETNA - Col du Lac Blanc);

• Preliminary test experiments on the flow of granular material in experimental chutes
(DIIA -Pavia);

• Preliminary experiments using polystyrene particles on steep slopes to simulate the
suspension observed in powder snow avalanches.

Of these, only the first three are reported upon in this section. The final set of experiments is
coupled to the improvement of powder snow models and is reported in more detail in Work
Package 5.

The research undertaken during these measurement campaigns maps onto a set of sub-tasks
defined for Task 4.2 following the meeting in Leeds in January:

4.2.1 - Tests of Froude scaling
4.2.2 - Deflecting dam experiments in the Bristol chute
4.2.3 - Catching dam experiments in the 5+5 m Pavia chute
4.2.4 - Deflecting dam experiments in the 6 m Pavia chute
4.2.5 - Erosion/deposition experiments in the Pavia and Col du Lac Blanc chutes
4.2.6 - Chute experiments for analysing flow regimes

Subtask 4.2.1 - Froude Scaling
The Froude number (Fr) is a dimensionless quantity used to determine if a flow is sub- or
super-critical. It is defined by

Fr== Ul (g h)112 (4.1)

where U is the depth-averaged velocity, g is the gravitational acceleration and h is the flow
depth. The purpose of this subtask is to determine whether the flow of snow or granular mate­
rial exhibits Froude scaling. In other words, does the velocity in different flows with the same
Froude number scale with the square root of the flow depth? If this is the case, then it sug­
gests that a drag term proportional to the velocity-squared or the shear rate squared should be
included in the rheological model.

Experiments to determine if this scaling exists in flows of snow will be undertaken at Col du
Lac Blanc this coming winter. The experiments undertaken at Col du Lac Blanc last winter
indicate that a simple model for the velocity profile of a slip velocity plus a constant shear
rate may explain the data, unless there is a great deal of shear in the bottom l cm of the flow
(Fig. 4.2.1 ). A meta-analysis of different profiles to determine if the bottom measurement is
consistently skewed to below the mean line-of-best-fit will help support this simple interpreta-
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tion of the data. By performing a greater number of experiments with a variety of flow veloci­
ties and flow volumes, the Froude-scaling hypothesis will be tested in flowing snow.

In addition, some evidence for the existence of such a scaling has arisen from experiments
with dry granular material undertaken by Kristin Martha Håkonardottir of the IMO at Bristol
University. Her work will also explore this issue in greater detail in the forthcoming year.

Hence, there would appear to be some experimental support for the Froude scaling hypothe­
sis. Ongoing experiments will widen the observed parameter space and increase the robust­
ness of this result. This work will take place this year and will be reported upon more fully
next year.

Subtask 4.2.2 - Deflecting dam experiments
The purpose of this task is to improve our understanding of how an avalanche interacts with a
variety of designs of defensive structures and the applicability of standard hydraulic theories
to avalanche flows in these situations. Figure 4.2.2 shows an experimental test in Bristol
where a flow is leaping over a defensive structure. Such experiments are vital for developing
models of such flows (Task 5.4).
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Figure 4.2.1. An example ofa velocity profilefrom the Col du Lac Blanc snow chute obtained during the winter
2002/03.
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Figure 4.2.2. An avalanche ofgranular material leaping over a defensive structure.

One of the main results from this task so far relates to the applicability of hydraulic flow the­
ory to the run-up of avalanches upon deflecting structures, which aim to deflect the avalanche
away from the location of interest rather than stopping it in its tracks. An example of such a
structure is given by the deflecting wall at Flateyri, Iceland (Fig. 4.2.3). Figure 4.2.4 shows
these results. The observed values are in good agreement with theory, suggesting that up to
deflecting angles of approximately 30°, hydraulic theory gives good predictions and that these
remain reasonable at angles less than 44°. However, because the angle at which an avalanche
strikes such a dam may vary with changes in the release position of the avalanche, a factor of
safety will be required in dam design to account for the greater observed elevation of the flow
at higher angles. An alternative will be to apply more advanced, unsteady flow theories to this
data to see if an improved level of agreement can be found. Greater detail on the results of this
part of the project is provided in (Håkonardottir et al., 2003).

Figure 4.2.3. The deflecting wall at Flateyri, Iceland.
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Figure 4.2.4. Run-up profilefor a granularflow with an approaching internal Froude number of 12. Each graph
is a plot ofthe observed depth profile along the deflecting dam, non-dimensionalised with the depth of the ap­
proaching stream, (z/h) at afixed deflecting angle, y. The theoretical non-dimensional shock height is shown as
a dashed line. The shock was unsteadyfor r> 44 ~

Subtasks 4.2.3-4.2.6 Additional experiments in the chutes in Pavia
The first twelve months of the SATSIE project have seen the purchase of cameras and an im­
age acquisition system in Pavia and the development of analysis procedures for the data ob­
tained using this equipment. All subsequent experimental results are predicated upon the suc­
cessful verification and validation of this data analysis system. Hence, a great deal of effort
has been expended in exploring the potential of this system for flows over beds differing in
roughness. A typical image is shown in Fig. 4.2.5. By analysing successive pairs of these im­
ages it is possible to derive profiles of velocity, granular temperature (velocity fluctuations)
and flow concentration. However, with a flow with a velocity of the order of 3 m s-1 and a
camera speed of 250 Hz, a typical grain will have travelled 12 mm (or three grain diameters
using the material shown in Fig. 4.2.5) between images. This introduces error to the velocity
and granular temperature estimates, as the particle may have travelled further than the straight
line distance between images due to additional collisions. Thus, if possible it would be desir­
able to reduce this distance between images and perhaps then employ automatic detection
algorithms. This possibility is currently being explored.
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Figure. 4.2.5. A video still taken using the high-speed camera in Pavia. Theflow isfrom right to left. The verti­
cal density gradient in theflow is apparent. By comparing trackingparticles between successive stills it is pos­
sible to infer velocity and velocity variability (granular temperature) information.

An example of an erosion experiment is provided in Fig. 4.2.6. For the majority of the time
the flow passes over a rigid bed. However, within the view shown in the diagram, the flow
passes over a bed of particles of similar density and diameter to those in the flow. From im­
ages of this flow it is possible to determine erosion rates and study the mechanisms of erosion
in order to improve the parameterisation of mass changes in models of snow avalanche dy­
namics. One additional level of sophistication has been to use a wet material as the erodible
substrate. This is in an attempt to simulate the cohesive behaviour of an undisturbed snow
cover. One problem that has arisen with the experiments so far has been that effects intro­
duced at the boundary between the erodible and non-erodible substrates have propagated into
the image analysis area. When the proper experiments are undertaken this year, a greater size
of erodible boundary will be employed in an attempt to counteract this difficulty.

Figure 4.2. 6. An image showing an erosion experiment in the Pavia chutes. The whiteflowing grains have en­
trained the darker underlying substrate, the surface ofwhich was originallyflush with the adjacent chute bed.

Main scientific results obtained in the Work Package
Velocity profiles have been successfully obtained for flowing snow at Col du Lac Blanc.

Granular flow experiments would appear to offer evidence for Froude scaling. Ongoing work
will confirm if this is the case for snow and provide more robust results for the case of granu­
lar material.
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Hydraulic theory would appear to explain the run-up height of granular flows against deflect­
ing dams. However, the error increases with deflection angle and simple theory would seem
to be unable to make effective predictions beyond an angle of 44°.

In the first year of the project a new analysis system has been purchased and successfully
tested for the Pavia chutes. This will be employed in various experiments in the forthcoming
year.

The laboratory experiments in chutes of various sizes with both dry granular materials and
snow serve to study the flow dynamics under controlled conditions, systematically varying
the key flow parameters.

Subtask 4.2.6- Snow chute, Col du Lac Blanc (ETNA)
(Subtask responsible: MohamedNaaim)

All the results presented below were obtained during the winter of 2002-2003 with flows of
small rounded snow grains with various bulk densities. Only the velocity profile measure­
ments are presented here. The velocity measurements are based on the system described in the
chapter on Work Package 3.

One sample of the obtained velocity profiles is presented in Fig. 4.2.1, where the horizontal
error bars are the standard deviation of the velocity distribution for each sensor during the
flow and the vertical ones are the sensors' height. One notices that the velocity of the lowest
sensor is non-zero. This either means that there is a highly sheared thin layer at the bottom.
(the sensor is l cm high and is placed at the bottom of the channel, therefore the shear rate
8u/8z would at least be greater than u/h ~ 500 s-1) or that the snow slips on the bottom cov­
ered by sandpaper.

Since the vertical resolution of our sensors is limited to l cm, we chose to describe this situa­
tion by means of a slip condition. Above this slip, the velocity increases slightly but regularly,
with an almost uniform and low shear rate. Since both these characteristics were observed for
all the undertaken experiments (l O flows), we preliminarily fitted each profile with the linear
function
u(z) =us+ fz (4.2)

Each profile is thus described by two parameters, namely a slip velocity Us and a uniform
shear rate f .
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Figure 4.2. 7. Flow channel ofthe snow chute at Col du Lac Blanc.
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Figure 4.2.8. Col du Lac Blanc chute experiments of2002-2003: slip velocities and shear rates asfunctions of
the sine of the slope angle.

The characteristics (slope, height and density) of the flows and the results obtained are sum­
marised in Fig. 4.2.8. The different shear rates r obtained are all in the range 9-16 s-1 and no
specific dependence on the slope, height or density can be observed in the range investigated.
The slip velocity u regularly increases with the slope angle from 3 to 5 m s-1

.

Subtasks 4.2.5 and 4.2.6- Granular flow chutes, Pavia (Dl/A)
(Participants: Massimiliano Barbolini, Matteo Pagliardi, Luigi Natale)

A series of experiments with granular material have been carried out at the laboratory chutes
of the Hydraulic and Environmental Engineering Department of the University of Pavia (It­
aly), which are described in the chapter on Work Package 3. The objective of these experi-
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ments was to investigate internal properties of fast-moving granular flows such as the veloc­
ity, granular temperature and concentration profiles using high-speed camera recordings. An
extensive report on the experiments carried out so far is found in the Appendix (Barbolini and
Pagliardi, 2003). Therefore, only the most salient results are summarised here in two sections:
(i) flow over a smooth bed; (ii) flow over a rough bed. Exploratory experiments dedicated to
the study of erosive flow have also been carried out, but no firm results can be reported yet;
for their description, see (Barbolini and Pagliardi, 2003).

Flow over smooth surface {metallic bed)

Froude number
The experiments were designed so that the granular flow would have a Froude number of the
same order of magnitude as for a natural snow avalanche (i.e. 5 to 10). The Froude number is
defined in terms of flow velocity (u) flow depth (h) and gravitational acceleration (g) as fol­
lows:

uFr==--jgh (4.3)

It represents the square root of the ratio of kinetic energy of the current to the potential energy
of the flow. The Froude number of the experiments with smooth bed was approximately in the
range Fr= 5 7 7 (depending on the part of the flow considered).

Front celerity
We made two frontal video recordings of the whole chute in two experiments, in order to
measure the front celerity. The two experiments show good reproducibility. After an initial
acceleration phase, about 2.5 m downstream of the opening gate (or 0.8 s from the initiation
of the flow), the front attains a constant speed, approximately equal to 3.75 mis. Therefore, at
the observation reach, 4.5 m down the top of the chute (Fig. 4.2.6), the flow has already at­
tained its terminal velocity.

Flowfeatures
The movies show that (at least) two different flow regimes with distinct characteristics in
terms of velocity, depth and concentration in the same flow coexist, at a given fixed location
on the chute. In particular, at the front the particles have a large mean free path and undergo
relatively few collisions. The flow shows a saltating behaviour over all its depth and the inter­
face between the moving material and the surrounding air is not easily recognisable
(Fig. 4.2.9, top image). This zone of the flow extends over about 0.5 m. After that, the flow
exhibits a progressive transition (over about 0.5 m) to a regime where the material is packed
more densely, the mean free path is reduced and the number of collisions increased. This
zone, which we call the body (Fig. 4.2.9, bottom image), comprises the largest part of the
flow length (1.5-2 m) and shows steady flow conditions. Above the body, few saltating parti­
cles are observed, and the interface between the moving material and the surrounding air can
be easily recognised. Approximately one second after the arrival of the front, the body is fol­
lowed by the tail showing progressively diminishing flow depth and velocity.

We made measurements of velocity and concentration in the front and the body, because they
are the ones we thought more representative and practically relevant. The measurements were
taken in a temporal lapse of 0.042 seconds, equivalent to ten frames.
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[ t=O - 0. 15 s ]

Body

[t= 0.3 - l s]

Figure 4.2.9. Distinct phases ofmotion in the granularflows at the Pavia chute: Dilute front with strong vertical
concentration gradient, tentatively associated with the grain-inertiaflow regime (top), and dense flow in the
body with less pronounced density gradient and a sharp upper boundary (bottom).
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Figure 4.2.10. Velocity profiles obtained in dry granularflows over a smooth bed at the Pavia chute. Note that
the profile in the body is clearly curved, in contrast to the velocity profiles obtained at the Col du Lac Blanc
snow chute (Fig. 4.2.1).

Velocityprofiles
Following the methods described by Barbolini and Pagliardi (2003), we have determined the
velocity profiles separately for the front and the body of the flow. The results are displayed in
Fig. 4.2.10. For both the two flow phases a slip velocity at the bottom of the flow was ob­
tained, approximately 1.5 mis for the body and 3.25 mis for the front. Maximum velocity is
reached at the flow surface in both cases, and is about 2.25 mis and 3.5 mis, respectively. The
body shows a velocity profile that can be fitted fairly well by a second-order polynomial, with
a shear rate that is decreasing from the bottom to the top of the flow; conversely, in the front
the velocity is more or less constant over all the flow depth. The error bars in Fig. 4.2.10 rep-
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resent the standard deviation in the velocity distribution; they should be considered more as a
scattering of the measured values rather than a true error. It is interesting to notice that stan­
dard deviation is higher at the front, where the particle velocities seem to be more randomly
distributed; an explanation of that comes out from the granular temperature theory.

Figure 4.2.11 compares our experimental velocity profile, obtained with dry granular mate­
rial, to velocity profiles measured in experiments with snow at different scale: (i) chute scale
(Bouchet et al., 2003); (ii) small avalanches (Dent et al., 1998); (iii) full-scale avalanche
(Gubler et al., 1986). For the sake of comparison, the different velocity profiles are scaled by
their maximum flow depth and maximum velocity. The agreement appears quite intriguing:
The profile shapes are quite similar, and even the apparent slip velocities are between 60%
and 80% of the surface velocity except for one of the measurements in the snow chute. This
may be seen as an indication that these flows all operated in a regime in which the material
properties (density, shape, size and restitution coefficient) of the grains play a secondary role.
More data and a deeper theoretical analysis is needed to corroborate this preliminary result, to
determine the limits of its applicability, and to fully appreciate its dynamical significance.

Profiles ofgranular temperature and concentration
Particle counting and tracking also allows top evaluate the profiles of the so-called granular
temperature (a measure of the velocity fluctuations in the flow) and the particle concentration.
Everywhere in the head of the flow and above the body, the volumetric concentration is at
most 0.15, and significantly less in most of the volume. This supports the notion of a saltation
layer in the so-called grain-inertia regime or in the transition between the latter and the colli­
sional regime. Even in the densest areas of the body, the concentration does not exceed 0.3
and is thus well below the value of about 0.5 considered to be the threshold for transition from
a collisional regime to a frictional regime. More details can be found in (Barbolini and
Pagliardi, 2003).
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Figure 4.2.11. Comparison between normalised velocity profiles, obtained in experiments at different scales and
using different materials.
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Flow over rough surfaces
The experiment described above was repeated over a bed covered with no. 60 sand paper. In
this case, steady flow conditions are not reached at the measurement point. In order to trace
the velocity profiles, we selected six short intervals during which we measured the velocity
profiles. As shown in Fig. 4.2.14, the speed and the speed profile continuously change while
the flow passes the observation window. The boundary condition at the bottom of the flow
changes from pronounced slip at the front (profile no. l) to reduced slip and finally no-slip
(profiles no. 2- 4); then deposition of granular material begins (profiles no. 5 and 6) at a rate
of. 2-3 cm/s. It is interesting to observe that as the flow changes from slip to no-slip condi­
tions (profiles no. 2 and 3), the shape of the velocity profile in the lower part also changes
from concave to convex.
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Figure 4.2.12. Pavia chute: average speedprofilesfor granularflow in the over a rough surface at 0.0, 0.10,
0.31, 0.52, 0. 73 and 1.04 safterfront arrival (measurement duration 40 ms).

We have determined the granular-temperature and concentration profiles in the same way as
for the smooth-bed case and during the same six intervals as the velocity profiles shown in
Fig. 4.2.12. As the flow passes from slip to no-slip boundary conditions, the concentration
increases and soon exceeds 0.5, the approximate threshold for transition from the collisional
to the frictional flow regime. Where deposition has occurred, the volumetric concentration is
close to the one ofmaximum packing.

Outlook
The experiments carried out at Pavia chutes in the first year of SATSIE project gave promis­
ing results, and the technique based on high-speed recordings seems to be able to properly
investigate crucial flow properties such as velocity, concentration and granular temperature
profiles, as well as to better understand the processes occurring in rapid granular flows. Dur­
ing the next year, these experiments will be continued, varying the chute slope and the type of
granular material. Furthermore, similar experiments on the longer chute will be started, using
two reaches with different inclinations, in order to study also flow regime transition proc­
esses. The experiments on erosive flows will be intensively continued in the second year of
SATSIE.
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Studies of deflection and catching dams in granular and shallow
water flows at the Bristol chute and flume (IMOR)
(Participants: Kristin Martha Håkonardottir, Andrew Hogg, Tomas Johannesson)

Objectives
The experiments at the chute and flume in Bristol were designed to study the deflection of
high Froude number, granular flow at a dam and to compare the flow behaviour in the interac­
tion with the dam with the point mass theory and the shallow fluid flow theory. More pre­
cisely, the aim of the experiments was to firstly quantify the necessary height of the dam, for
a given deflecting angle, to fully deflect the flow, and secondly to look at the flow behaviour
if some of the flow escaped over the dam. As a limiting case, catching dams (i.e., dams posi­
tioned perpendicular to the flow) were also investigated.

In the first series of experiments with granular flows of short duration, shallow-fluid flow
theory was found to be by far superior to the point-mass theory in describing the experimental
results. In order to determine whether the observed deviations of the theoretical predictions
were due to the granular nature or short duration of the flow, or to a more fundamental short­
coming of the theory, quasi-steady (long-duration) granular flows were compared to water
flows with matching characteristic properties.

Experimental set-up
In the granular flows, glass ballotini particles of mean size 90 µm, density 2500 kg/m3 (bulk
density of 1600 kg/m3

) and approximately spherical shape were used. The flow depth was
measured using an infrared optical depth sensor (ODS96), yielding time series of the depth
and the flow speed. The interaction between the flow and the deflecting dams was recorded
from above and from one side by video and subsequently analysed. The run-out length and
distribution of the deposited particles were also measured.

In each experiment with short-duration flows, 6 kg of particles were released from the top of
the chute by rapidly opening a lock gate. The experiments were designed so that the granular
current had an internal Froude number of order 10.

The same setup and the same particles as in the "short" granular experiments were used in the
"long" experiments, but with the channel above the dam narrowed by l 0 cm, down to 22.5 cm
and the particles released from a hopper. The experiments were conducted at Froude numbers
5, 12 and 14 and with dams inclined at y == 8°, 15°, 24°, 32° and 44°. Each experiment was
filmed from the side and from above. The speed was also measured inside the shock, along
the deflecting dam, for y == 24°, by tracking tracer particles. The effect of tilting the sidewalls
of the dams was examined for Fr1 == 12 and 14, y == 24° and a== 90°, 75 °, 60° and 45°, where
a is the angle between the upstream face of the dam and the slope.

Catching dam experiments were conducted for Fr1 == 13. The dams had an upstream face per­
pendicular to the experimental chute. The height of the dams was systematically lowered and
the speed of the bore travelling upstream was measured along with the depth of the flow over
the dam, when overflow occurred. The aim of the experiments was to determine the height at
which a bore could no longer be maintained upstream of the dam and the flow jumped over
the dam in a supercritical state.

The experiments with water involved a steady stream of supercritical water flow down a 20
cm wide channel. The channel inclinations of 3 °, 6° and 9° to the horizontal corresponded to
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three different Froude numbers. The depth profile and deflecting angles were photographed
with a digital camera through the side of the dam and from above (Fig. 4.2.14).

Results

Short duration granularflow experiments
The head of the flow was about 50 cm long, 4 cm thick and had a speed of (3.7 ± 0.8) m s-1•
It was very dilute and turbulent, with eddies shooting upwards. The flow immediately follow­
ing was much denser with a constant depth of (0.9 ± 0.1) cm and speed of (3 .5 ± 0.1) m s-1

(Froude number Fr1 = 13). It was maintained for 0.6 s, or roughly 2.1 m. The flow became
rapidly thinner and slower after that.
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Figure 4.2.13. The run-up on the deflecting dams during the steadyflowphase ofshort granularflows, non­
dimensionalised with the thickness ofthe incoming stream H/h 1 andplotted as afunction ofthe length along the
dam, s (cm), for the different deflecting angles. The uncertainty in the non-dimensional run-up is estimated as
±1.

The dilute first front shot passed the deflecting dam, with the denser part immediately follow­
ing and forming a semi-steady and higher profile an the dam for the smaller deflecting angles.
At larger deflecting angles, the first front splashed higher up on the dam than the denser bulk
of the flow.

Figure 4.2.13 shows how the maximum run-up of the granular avalanches on the deflecting
dams grows with increasing deflecting angle for a fixed Froude number. The maximum run­
up occurred during the semi-steady flow state and had a certain width, increasing along the
dam and finally forming the airborne jet at the end of the dam.

When the deflecting dam is not high enough to fully deflect the flow, a part of the flow
jumps over the dam. For low dams, the current shoots over the dam in the direction of the
approaching stream. The jets are turned in the direction of the deflecting dam and the de­
flection of the jet approaches the deflecting angle of the dam as the dam height approaches

Steady granularflow experiments
As the front of the steady stream hits the deflecting dam, a stationary oblique shock was
formed within a fraction of a second of the initial impact. The run-up profiles along the dams
are plotted in Fig. 21 for the flows with three different Froude numbers. The oblique shocks
were stationary for all but the largest deflecting angles, where the flow slowed down signifi-
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cantly along the dam and started to pile up in front of it. This was observed for Fr1 5
with y == 32° and 44° and also for Fr1 == 12 and 14 with y == 44°.

If the unsteady profiles are not considered, the run-up profiles along the dams are linear with
either a constant or increasing depth along the dams (Fig. 4.2.1.4). The profiles follow the
same trend as previously observed for the water and short granular flows; larger Froude num­
bers and deflecting angles leading to higher profiles.

Tilting the sidewalls of the dams between 45° and 90° did not affect the shock formation.
The shock angle and the height (i.e. the vertical run-up) remained the same as for a vertical
deflecting dam (normal to the experimental chute, a == 90°).
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Figure 4.2.14. Non-dimensional run-up profiles, Hlh 1, along the deflecting damsfor steady, granularflow at
three different Froude numbers, F r z = 5, 12, 14. Each curve shows the steady shock heightfor afixed deflecting
angle, the different curves belonging to deflecting angles; ofS0

, 15°, 24°, 32° and 44°. The shallowestprofile in
each graph corresponds to the S0 deflection and the deepest to the 44° deflection.
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Figure 4.2.15. Photographs ofthe stationary, oblique shock ofsupercritical shallow water at Fr1 = 4. 5, y =
20° and Fr1 = 7, y = 4 0 °, looking up into the stream along the deflecting dam. On the photograph to the right
(Fr1 = 7), it can be observed that theflow runs higher up on the deflecting dam at the start ofthe dam and then
falls back on itselfwhile the shock widens and becomes thinner

Steady waterflow experiments
The run-up profiles along the dams are plotted in Figure 4.2.16. They are characterised by
nearly straight lines, for y < 30°. In all of the profiles, there was a zone at the beginning of the
dam with higher run-up and overturning of the flow. The flow ran up, reached a maximum
height and fell back upon the oncoming stream, much like the flow past the bow of a ship.
This was more obvious for the larger deflecting angles where the largest values of the depth
ratio h2/h1 were observed. The profile along the dam was approximately straight from the
point where the flow flipped over and hit the oncoming stream for the larger deflecting an­
gles, y > 30°.
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Figure 4.2.16. Non-dimensional run-up profiles along the deflecting dams ofsteady waterflows at different
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WP 5 Model development (IMOR)
The goal of the model development work package is to improve the physical basis of cur­
rently operational snow avalanche models. Current avalanche models will be compared and
tested against the results of chute experiments and field observations obtained within SATSIE
and the results used to develop improved models.

Task 5. 1 - Flow Regimes (ETNA)
(Task leader: MohamedNaaim)

The snow-avalanche models currently in use are based on very simple rheological assump­
tions whereas a large variety of flow regimes are known to be possible in avalanching snow.
The avalanche may go through a sequence of flow regimes along its downhill path, but also
several flow regimes may occur simultaneously at different locations in the avalanche. There
is evidence that the bottom friction experienced by the flow depends strongly on the flow re­
gime. Conversely, the flow regime is determined by the dynamics of the flow. For this reason,
it appears necessary to base a dynamical avalanche model with high predictive power on
rheological assumptions that can give rise to the many observed flow regimes and also allow
for transitions between them.

Characterisation of flow regimes in snow avalanches and the need for
models with complex rheology
The most conspicuous appearance of different flow regimes is in mixed avalanches where the
dense core (believed to be in a combined frictional and inertial regime) is shrouded in a dilute
suspension of small snow grains (classifiable as the macro-viscous regime in turbulent flow).
Between the two, the existence of a layer of intermediate density, consisting of particles in a
wide range of diameters, has been firmly established through experiments spanning over two
decades. This so-called saltation or resuspension layer may be identified with the inertial flow
regime of granular flows.

Within the dense core itself, diverse flow regimes may also occur. Just after release and pro­
bably again under certain conditions in the stopping phase, the avalanche body appears to
move as a flexible slab, exhibiting features of a visco-plastic material or of a granular material
in the quasi-static (frictional) regime. The majority of the few velocity profiles obtained inside
flowing snow show a plug-like layer overriding a relatively thin, strongly sheared layer at the
bottom. However, experiments at ETNA's snow chute at Col du Lac Blanc (see WP 4) pro­
duced velocity profiles that are linear within experimental accuracy, with a significant slip
velocity at the bottom.

So far, the very large density differences between the dense flow, saltation layer and suspen­
sion layer have led modellers to describe them through multi-layer models with dynamical
mass and momentum exchange embodied in the interface conditions. Members of the SAT­
SIE collaboration have extensive experience with three-layer models coupling the suspension
layer either to the dense core or to the saltation layer and including the snow cover at rest to
describe erosion and deposition processes. The next step, supported by the findings of a mo­
del comparison summarised below under Task 5 .4, is to extend the system to four layers; this
should allow a more realistic prediction of the pressure and deposit distribution in the run-out
zone.
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Flow-regime transitions within the dense flow itself should also be reproduced by models.
The traditional approach of combining dry-friction and "turbulent", i.e., velocity-dependent,
drag has been applied over several decades. It has been found to be plagued by a very wide
variation of derived model parameters, which cannot be systematised in a satisfactory way.
Some of this variability is probably attributable to snow entrainment-an important process
neglected by most models, see Task 5.2. Nevertheless, real avalanches definitely show a much
richer spectrum of behaviour than captured by the current two-parameter models.

There are several promising approaches towards a more physical rheological basis for dense
avalanches. A theoretically satisfying procedure would be to treat the avalanche as an assem­
bly of more or less elastic particles of different sizes, to simulate their interactions under some
idealised but relevant flow conditions and to derive constitutive relations from the statistics of
their interactions. Unfortunately, such a task cannot be tackled in the course of a short-term
project like SATSIE.

Instead, laboratory experiments on granular flows with snow or substitute materials may be
used to derive phenomenological friction laws that can subsequently be incorporated in con­
tinuum models. In a separate line of research, the fundamental mechanisms responsible for the
observed behaviour may be investigated for better understanding of the phenomenon. This
approach has been pursued at ETNA, using the experiments pioneered by Pouliquen and co­
workers (Pouliquen, 1999; Pouliquen and Forterre, 2002). An outcome of this work is the
model N2L, to be described below.

An alternative approach is to select, from the wide spectrum of constitutive relations devel­
oped in diverse fields, a rheological model that encompasses all types of behaviour thought to
occur in avalanches and to be of practical relevance. The NIS model has been developed in
this spirit and used with success in consulting by NGI for 15 years. It is based on the Crimi­
nale-Ericksen-Filbey (CEF) rheology that combines visco-plastic and granular behaviour.
However, the present implementation of the model uses a much simplified rheological formu­
lation and so foregoes much of its potential richness. Below, we discuss ways of implement­
ing the CEF rheology in a more complete way without sacrificing the robustness and practical
usability of the model as a tool in hazard mapping.

Recent granular-flow experiments and the N2L model
Flowing laws for different flow regimes have been analysed at ETNA by a combination of
experimental and theoretical work. The results of this work have been implemented in a new
version of the dynamical model N2L which includes entrainment and deposition of snow dur­
ing the flow of the avalanche. The first experimental activities focused on the scaling law
connecting the mean velocity, the flow height and the slope angle in steady uniform granular
flow. Snow avalanches are generally regarded as granular materials where the ratio between
the flow height and the diameter of snow grains is high. The flowing material can, therefore,
be considered as a continuous medium to some approximation. The formalism of shallow
fluid dynamics is furthermore adopted in N2L. The integrals of the dissipation terms are rep­
resented by an effective friction coefficient (depending of the material and flow parameters)
applied at the bottom of the flow. The previous studies undertaken by Pouliquen (1999) and
dealing with dry granular materials, reveal the existence of a simple linear scaling law be-
tween the Froude number and the ratio between the flow height and hstop(0), the height below
which the flow stops on a given slope 0. This law is valid for low Froude numbers and dry
materials. The objective of the experiments that were undertaken was to determine the limits
and the possible extrapolation of this scaling law to rapid flows with high Froude numbers,
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typical for natural snow avalanches, and to cohesive materials. For this purpose, a new ex­
perimental device was set-up allowing for steady uniform flows of dry and wet granular mate­
rials with a wide range of Froude numbers and cohesion.

For dry granular materials, the experiments confirmed the existence of the Pouliquen regime
at low Froude numbers, Fr :S 2.5. For higher Froude numbers, they showed the existence of a
transition and a new regime where the Froude number tends towards an asymptotic value as
the flow velocity and flow height increase. For cohesive granular materials (wet sand), the
Pouliquen regime becomes unstable, and the proportionality coefficient between the Froude
number and the ratio between the flow height and hstop(8), increases significantly with the co­
hesion. The transition and the new regime appear at approximately the same conditions as for
the dry material. The asymptotic value of the Froude numer is, furthermore, roughly the same.
These experiments will be continued and expanded in order to confirm these first results and
explain the origin of and the conditions for the transition between the Pouliquen and constant
Froude number regimes. The results of these future experiments will be used as the basis for
further improvements of the N2L avalanche model.

The Criminale-Ericksen-Filbey rheology as a candidate rheological ba­
sis for a comprehensive avalanche model
A preliminary study was conducted to assess the potential of the Criminale-Ericksen-Filbey
(CEF) rheology for use in an advanced model of avalanche motion that is able to describe di­
verse flow regimes and transitions between them. The CEF rheology encompasses Newtonian
fluids, perfectly plastic materials, yielding materials of the Herschel-Bulkley type, and granu­
lar materials with Mohr-Coulomb yield criterion and dispersive pressure under shear as spe­
cial cases. The Norem-Irgens-Schieldrop (NIS) model, which is successfully used in con­
sulting at NGI, is based on the CEF constitutive equations, but fully implements only few of
its attractive properties.

An interesting finding of this study is that a range of values of the dry-friction and visco­
elasticity parameters leads to a decreasing effective friction coefficient with increasing shear
rate, up to the point where the entire overburden is supported, not by enduring particle-par­
ticle contacts, but by the collisional dispersive pressure. Beyond this point, the friction grows
again with the square of the shear rate. In this way, a so-called fast-stop mechanism (which
has often been conjectured to operate in avalanches) can be implemented in a natural way.
Support for such a choice of parameter values comes from recent investigations of granular
flows over frictional surfaces. These questions deserve further study.

It was found that the density of an avalanche should be allowed to vary in response to the slo­
pe-normal dispersive pressure once the latter is large enough to support the overburden at
high shear rates. This density reduction will limit the growth of the shear stress in accordance
with measurements on granular materials, where it was found to remain nearly constant if the
flow could expand in the normal direction. Further study is needed to understand whether this
effect can be used to model the formation of a saltation layer if the flow of the pore and am­
bient air is suitably included.

A new numerical implementation of the NIS model is needed if potentially important effects
such as the formation of a plug layer above the shear layer due to cohesion are to be captured
and spurious mass change due to numerical artefacts is to be avoided. Among the possible
ways of determining the shear-layer depth dynamically, the approach chosen in BING (a
visco-plastic model originally developed for sub-aqueous debris flows) appears most attrac-
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tive: Separate conservation equations are solved for the shear and plug-layer momentum. By
adjusting the shear-layer depth, total flow height and plug velocity of a parabolic/constant ve­
locity profile, momentum and mass conservation may be fulfilled. It is planned to programme
a flexible and numerically stable, shock-capturing code on this basis during the second year of
SATSIE and to perform extensive tests and comparisons with N2L.

Task 5.2 - Snow entrainment andmass balance (Dl/A)
(Task leader: Massimiliano Barbolini)

Snow entrainment and deposition and the associated changes in the mass balance of an aval­
anche as is moves down the path have long been a neglected aspect of snow avalanche dy­
namics and numerical modelling of snow avalanches. Previous research in this field and avai­
lable observations from natural scale avalanches are summarised in a report by Barbolini et al.
(2003) about the state of the art in modelling of erosion and deposition processes, a draft of
which is reproduced in Annex 2. This report, which is written as a part of SATSIE, includes a
review by Margareta Eglit, Moscow State University, about Russian research in this field. Her
work has been financed by a NATO fellowship, linked to but independent of SATSIE.

Overview of past experimental and theoretical research on snow en­
trainment in avalanche dynamics
Until recently, no data derived from direct and indirect observations of erosion and deposition
have been available to guide the development of entrainment relations for use in practically
usable models. Recent experiments (mainly at the Swiss test site at Vallee de la Sionne) have
now yielded data on the temporal evolution of the entrainment rate at up to three different lo­
cations (upper track, lower track, upper run-out zone), combined with data on the flow height
and qualitative indications of the density or particle size. From radar and video measurements,
some data on the front or internal flow velocity are also available. Impact-pressure measure­
ments near the lowermost radar location have provided insight into the structure of the meas­
ured avalanches. At the Italian test site Monte Pizzac, deposits of several avalanches were
studied by means of series of cross-sectional snow pits. Careful distinction between different
layers allowed reconstruction of the mass evolution of these avalanches along their path and
showed that entrainment can increase the mass of avalanches by almost an order of magnitude
over the release mass. It is now considered likely that the majority of medium to large ava­
lanches could double or even triple their mass from release to run-out (Issler et al., 1996); in
the track, the moving mass may be more than five time the original mass (Sovilla et al.,
2001).

Theoretical investigation of possible mechanisms of snow erosion
The data recently obtained on snow entrainment in avalanches makes it worthwhile to investi­
gate some candidate mechanisms in more detail and to try to obtain rough estimates of their
potential contribution. A first step in this direction is made in the paper (Gauer and Issler,
2004) reproduced in the Annex.

A brief review of research on processes similar to snow erosion in fluvial hydraulics and wear
and fracture mechanics suggests that direct particle-particle interactions during impacts or
sliding are more important in snow avalanches than fluid-particle interactions (aerodynamic
entrainment). Snow erosion and entrainment processes in avalanches are classified according
to their mechanisms, the flow regimes in which they occur, and their spatial position within
the avalanche. Simple, but process-specific models are proposed for erosion by impacts, ab-

91



rasion, ploughing, and blasting. On the basis of order-of-magnitude estimates, the first three
mechanisms are clearly expected to be important. The fourth mechanism stipulates that the
compaction of the snow cover ahead of the avalanche leads to the flow of escaping air just in
front of the avalanche that may disrupt the snow cover and support formation of a saltation
layer. The effects of this hypothetical mechanism resemble those of the ploughing mech­
anism. All mechanisms depend strongly on the snow properties, but with plausible parameter
values, erosion rates at or above the experimentally found rates are obtained. The entrainment
rate of an avalanche is most often limited by the shear stress needed to accelerate the eroded
snow to avalanche speed.

Comparison of some simple entrainment laws by means of numerical
simulations in a simplified topographical setting
The most relevant experimental findings on snow entrainment in avalanches are summarised
in a paper with the same title as the heading of this section (Eglit and Demidov, 2003), a draft
of which is found in Annex 2. The paper then gives a review of entrainment models and phe­
nomenological formulae proposed in the literature from a variety of related fields. In particu­
lar, relevant results published only in Russian and essentially unknown in the Western scien­
tific community are briefly summarised. Many of these approaches have been tested by the
authors by means of numerical simulations under identical conditions in a somewhat idealised
setting that captures the main features of typical avalanche paths. In this paper, results are pre­
sented for three classes of simple entrainment formulae:

l. Distributed entrainment along the avalanche bottom with a fixed erosion depth per
unit avalanche length. The amount of entrained snow is proportional to the avalanche
length, the erosion speed q (proportional to the decrease of the snow-cover depth per
unit time) and grows linearly with the local flow velocity u:

q=au.

The resistance of the snow cover is indirectly taken into account by selecting the value
of the entrainment coefficient, a, but there is no threshold for entrainment. Also, the
entrainment depth is not limited by the stress needed to accelerate the eroded snow.

2. Distributed entrainment proportional to the excess load. The entrainment rate is inde­
pendent of the velocity, but grows linearly with the hydrostatic pressure p (taken to be
proportional the flow height h) at the bottom, provided it exceeds a minimum value p*
(corresponding to a minimum flow height h*) that represents the compressive strength
of the snow cover:

Note that there is no explicit velocity dependence of the entrainment speed. However,
the flow velocity in models of the hydraulic type considered here obeys Froude scal­
ing, u oc h½, so that the entrainment per unit avalanche length grows as h½.

3. Entrainment speed growing with the square of the localflow velocity. Entrainment ta­
kes place only if a threshold velocity u* (chosen as 3 m s-1

) is exceeded:

q=c(u2-u*2).
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Again, the entrainment depth per unit avalanche length grows with the avalanche ve­
locity. If Froude scaling is obeyed, this model is equivalent to the previous one.

The main conclusion of this analysis is the following. For any reasonable entrainment law, the
entrainment rate increases with the velocity and the flow depth. In the transition zone of an
avalanche path, the maximum velocity and flow depths are usually found near the front. So in
motion along steep slopes, the snow is entrained mostly by the frontal part of the avalanche.
Since this frontal part is usually short in comparison to the length of the whole body of the
avalanche, it can be treated from the mathematical point of view as a jump (a discontinuity)
and therefore we in fact return to the first model with entrainment at the front, at least for the
motion in the transition zone. Of course, in motion along a slope with a varying slope angle,
the maximum values of the velocity and of the flow depth can be at a distance from the front.
But it does not always mean that the entrainment rate is maximal there: all available snow
could be entrained by the frontal part of the avalanche and in this case there is no entrainment
anywhere except in the frontal zone.

The Cemagref erosion model
The stress caused by an avalanche on the underlying snow cover depends on the flow phase.
Erosion occurs when this stress exceeds the grain stress threshold: the particles are pulled up
and entrained into the flow and the total mass of the avalanche increases. On the other hand,
when the friction at the bottom becomes dominant, the moving grains situated at the bottom
are stopped and deposited. In this case, the total mass of the avalanche will progressively de­
crease. The formulation of the mass exchange used in the Cemagref N2L model is based on
an assumption of similar vertical velocity profiles used in shallow fluid theory:

u(z, t) = ii/(17)

where u is the velocity, h the flow height and z is the orthogonal coordinate to the terrain. As
described in more detail by Barbolini et al. (2003), this assumption, together with considera­
tions about the force balance of the lowest layers of the avalanche when the momentum in­
crease of the entrained snow is taken into account, may be used to derive an expression for the
entrainment rate ElM:

& 2h [ ]lit = Øe :::::: ::; df g cos 0 tan 0 - µ - Vh ,
u-
d17 ry=O

where 0 is the slope of the terrain and µ is the friction coefficient between the snow and the
terrain.

The Cemagref deposition model
As described above for the entrainment rate, the deposition rate may be found from force bal­
ance considerations using the velocity profile similarity assumption, see (Barbolini et al.,
2003) for more details, leading to the following expression for the deposition rate:

& - 2h [ - ]- = Ød :::::: df g cos 0 tan 0 - µ - Vh .
M -==-u -

d17 ry=O
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Task 5.3 - Powder snow avalanches (DAMTP)
(Task leader: Jim N McE!waine)

Experiments have been performed using expanded polystyrene particles and snow on steep
slopes. By varying the angle it is possible to achieve different degrees of suspension ranging
from none, for slopes below a critical angle, to total, for vertical slopes. The three-dimension­
al structure of the flows has been analysed using video cameras and the software developed in
Task 2.2. The air pressure in front of and inside the flows was also measured and is being in­
vestigated as part of Task 2.3. The experimental results have been presented at the "Flow Re­
gimes, Transitions and Segregation in Granular and Particle-Laden Flows" workshop 22-26
September 2003 in Cambridge. The theoretical analysis was presented at the "Geophysical
Granular & Particle-Laden Flows" workshop 27-31 October 2003 in Bristol. The work over
the next six months will include better controlled experiments with snow and the completion
of two papers on the results and the theory.

Task 5.4 - Interactions with dams and impact loads (NG/)
(Task leader: Karstein Lied)

Overview of traditional descriptions of the flow of avalanches against
catching and deflecting dams and the need for improvements
The dynamics of the flow of avalanches that hit obstructions, such as catching and deflecting
dams or braking mounds, are poorly understood. Several methods have been used to design
such structures in the past, based either on simple point-mass considerations pioneered by
Voellmy (1955) and widely used in Alpine countries (Salm et al., 1990), a dynamical descrip­
tion of the leading edge of the avalanche (Chu et al., 1995) or on numerical computations of
the trajectory of a point-mass on the upstream facing sloping side of the dam (Irgens et al.,
1998). Traditional design methods for dams are described by Salm et al. (1990), Norem
(1994) and Lied and Kristensen (2003). In spite of some advances in the understanding of the
dynamics of avalanches that hit obstructions in recent years, there is in general a substantial
uncertainty regarding the effectiveness of defence structures in the run-out zones of ava­
lanches. One of the goals of SATSIE is to improve the understanding of this problem, utilis­
ing field measurements, laboratory experiments and theoretical analysis.

The height of a catching dam is usually determined from the formula

H == H; + H, + H1 ,

where H; is the required height due to the kinetic energy or the velocity of the avalanche, H, is
the thickness of snow on the ground on the upstream side of the dam before the avalanche
falls and Hi is the thickness of the dense core of the avalanche. The terms H, and H1 in the
equation for H are usually assumed to be a few to several metres each for unconfined slopes
and must be estimated based on a knowledge of the snow accumulation condititions at the lo­
cation of the dam.

The term H; is usually computed according to the equation

H; == v2/(2Åg)

for catching dams. v is the velocity of the chosen design avalanche at the site of the dam, Å is
an empirical parameter and g== 9.8 m/s2 is the acceleration of gravity. The empirical parame­
ter Å is intended to reflect the effect of momentum loss when the avalanche hits the dam and
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the effect of the friction of the avalanche against the upstream side of the dam during run-up.
The value of Å is usually chosen to be between l and 2 (and sometimes even higher), with the
higher values used for dams with steep upstream faces. Higher values of Å (lower dams) are
chosen where the potential for large avalanches is considered rather small, whereas lower val­
ues of Å (higher dams) are chosen for avalanche paths where extreme avalanche with a large
volume may be released.

The height of deflecting dams is traditionally calulated using the same equation as for a catch­
ing dam with the term H; determined according to the equation

Hv == (v sine )2/(2Åg ) ,
where v, Å and g have the same meaning as before and cp is the deflecting angle of the dam.
The terms H, and Hjare determined in the same manner as for catching dams. The Å parame­
ter for deflecting dams is often chosen to be l. The choice of Å equal to l is equivalent to ne­
glecting momentum loss when an avalanche hits the dam and the effect of the friction of the
avalanche against the dam. This leads to higher dams compared to the choice of Å higher than
l. This may partly be considered as a safety measure to counteract the uncertainty which is
always present in the determination of the deflecting angle and for taking into account internal
pressure forces which may lead to higher run-up than assumed in the point-mass dynamics.

There exist no accepted design guidelines for braking mounds for retarding snow avalanches
although they are widely used as a part of avalanche protection measures. Laboratory experi­
ments have recently been performed as a part of the research project CADZIE in order to shed
light on the dynamics of avalanche flow over and around braking mounds and catching dams
and to estimate the retarding effect of the mounds. The experiments and the design criteria for
braking mounds that have been developed on the basis of them are described by Johannesson
and Håkonardottir (2003) and in papers and reports referenced therein.

A fundamental problem with the point-mass view of the impact of an avalanche with a de­
flecting dam is caused by the transverse width of the avalanche which is ignored in the point­
mass description. As a consequence of this simplification, the lateral interaction of different
parts of the avalanche is ignored. The point-mass trajectories corresponding to different lateral
parts of an avalanche that flows along a deflecting dam must intersect as already deflected
material on its way down the dam side meets with material heading towards the dam farther
down. Similarly, it is clearly not realistic to consider the flow of snow in the interior of an
avalanche that hits a catching dam without taking into account the snow near the front that has
already been stopped by the dam. The effect of this interaction on the run-up cannot be stud­
ied based on point-mass considerations and a more complete physical description of lateral
and longitudinal interaction within the avalanche body in the impact process must be devel­
oped. These flaws of the point-mass dynamics are most clearly seen by the fact that no objec­
tive method based on dynamical considerations can be used to determine the empirical pa­
rameter Å, which nevertheless has a large effect on the design of both catching and deflecting
dams.

Comparison of numerical simulation models on 12 Ryggfonn avalanches
At NGI's avalanche test site Ryggfonn, extensive measurements have been carried out for two
decades. When possible, the release area and depth, the front velocity between two pressure
measurement locations in the lower track, the run-out distance, the extent of the deposits and a
deposit depth profile along one line were recorded. The snow density was extrapolated from
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measurements at a near-by automatic station for the release area and measured manually in
the deposits.

From this data set, the twelve best recordings of dry-snow avalanches (with moderate to large
powder-snow component) that reached or overflowed the 16 m high dam in the run-out zone
were selected for a comparison of nine different avalanche dynamics models. The avalanches
range from moderate-size events to very large ones, with run-out distances differing by as
much as 300 m. The models comprise two quasi-analytical models, two representatives of the
traditional hydraulic models currently in use for hazard mapping in Switzerland and Italy,
NGI's so-called NIS model based on a simplified form of the CEF rheology (see Task 5.1
above), the PLK model with stochastic elements (popular for consulting purposes in North
America), BING (a visco-plastic model originally developed for sub-aqueous rnudflows), and
the two-layer models SAMOS and N2L for mixed avalanches.

For each of the models and each of the twelve avalanche events, the parameter sets that best
reproduced the observed run-out distances and velocities were determined. The simulated
percentage of snow mass retained by the dam was then calculated and compared to the meas­
urements. Again, for each avalanche event and model, the simulations were repeated with the
optimal parameters determined before, on a model topography from which the dam was re­
moved. This provided insight as to how the different models react to an artificial obstacle,
both with regard to the run-out distance and the mass distribution above and below the dam
location.

Critical cross-comparison of the simulations carried out by several team members in different
countries led to repeating a number of simulations. The paper describing this work is not
completely finished as this report is being written, but some of the key results could already
be presented at the "International Conference on Snow and Avalanches" in Davos, and a draft
of the paper is included in Annex 2. Our main findings may be summarised as follows:

• On the experimental side, careful distinction between deposits of the dense core and
the saltation layer must be attempted in order to avoid misinterpretation of the meas­
urements. Also, several velocity and/or flow-depth measurements are needed to con­
strain the model parameters more unequivocally.

• In all models tested, the optimum friction parameters covered a very wide range of
values. Part of this spread can be attributed to the fact that the longest run-out dis­
tances in our sample most likely correspond to the reach of the saltation layer, whereas
most of the dense core was stopped at the dam.

• The existing models do not adequately take into account the effect of the catching
dam. In all models except PLK, its effect is underestimated, both with regard to the
run-out distance and the mass distribution. An ad-hoc momentum reduction prescrip­
tion in the PLK model is very effective in reducing the run-out, but exhibits spurious
dependence on path segmentation.

• Good mapping of the pressure distribution may require multi-layer models including
the saltation layer. This is also hoped to reduce the uncertainty in the choice of friction
parameter values.

• Dedicated research is needed to extend presently available models so as to give a more
realistic description of the energy and mass loss at obstacles like catching darns.
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An experimental and numerical study of the volume retained by a dam:
first results
An experimental and modelling study of the volume retained by a catching dam was under­
taken by the ETNA team. The objective of the study is a better understanding of the effect of
a catching dam on the flow of dense snow avalanches that partly overflow the dam. A nu­
merical model based on shallow water theory was developed where the dense core of a snow
avalanche is regarded as a thin, granular gravity current. The friction is represented by a phe­
nomenological law based on the theory of Pouliquen (1999) as described in the previous sec­
tion about Task 5.2 and in more detail in the report by Barbolini et al. (2003). The obtained
system of equations is solved with a finite volume numerical scheme based on a simplified
Riemann solver. The numerical model has been verified by comparison with analytical solu­
tions and experimental data.

Deposits formed upstream from a catching dam located at the downstream end of a rough
channel were studied in a series of laboratory experiments. The experiments were carried out
for a number of different initial heights of the granular material, which was released from a
reservoir at the upstream end of the channel. Two different values for the slope of the channel
were used. The ratio of the retained volume to the released volume was measured. The ex­
periments were modelled with the abovementioned numerical shallow water model. A com­
parison of the computed and measured retained volume showed a good agreement between
the results of the experiments and the numerical computations, which are described in a report
in preparation.

Shock dynamics in avalanche flow against obstructions
Recent theoretical analysis (Gray et al., 2003), chute experiments (Tai et al., 2001) and field
observations (Johannesson, 2001) suggest that the interaction between avalanche flow and
obstacles such as dams can, under some circumstances, be analysed within the framework of
supercritical shallow fluid dynamics, by introducing discontinuities or shocks in the velocity
and flow depth near the location of the obstacles. Mass and momentum conservation is then
formulated through jump conditions, which may be used to compute the dissipation of me­
chanical energy caused by the obstacles. The main advantage of this dynamical approach to
avalanche flow near obstructions is that the lateral and transverse dimensions of the avalanche
during the interaction may be described in a dynamically consistent manner.

A series of laboratory experiments has been carried out at the University of Bristol in order to
investigate shock dynamics in granular and fluid flows that hit deflecting and catching dams.
The experimental findings have been compared with classical results from shock dynamics
and found to compare favourably with theoretical predictions. The experimental set-up and
the theoretical background is described a report by Ilåkonardottir et al. (2003), which is re­
produced in Annex 2, and summarised in Chapter 3 (experimental set-up) and 4 (results of
experiments). Some of the results were presented at the "Geophysical Granular & Particle­
Laden Flows" workshop in Bristol 27-31 October 2003. Further theoretical analysis and in­
terpretation of the experiments will be carried out within SATSIE in order to formulate the
results in terms of design criteria for deflecting and catching dams for protection against snow
avalanches and compare these criteria to traditional design practice.
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Task 5.5 - Report on the validation of new models (IMOR)
(Task leader: Tomas Johanesson)

Comparison of numerical models
The first phase of model validation within SATSIE must be partly based on existing data and
partly on results from chute experiments since new data from SATSIE field experiments is
not available. A set of 4-5 well known historical avalanches, partly based on the CADZIE
data set, has been chosen for verification within Work Package 5 until data from our own tests
become available. These are avalanches from Taconnaz in 1999, Ryggform, Flateyri in 1995
and Monte Pizzac. These avalanche will be be used to document the differences/improve­
ments due to new physical formulations for different flow regimes and entrainment and depo­
sition that are developed and validated within SATSIE. Numerical experiments with these
avalanches are in preparation and will be carried out in the second year of SATSIE.

As described in the previous section about Task 5.4 (dam avalanche interaction), chute ex­
periments and theoretical analysis indicates that the formation of shocks is important aspect of
avalanche flow against obstructions. Model experiments with current 2D avalanche models
will be carried out for flow against deflecting dams in order to investigate to what extent these
models can reproduce the experimental findings and theoretical predictions based shallow flu­
id dynamics. These experiments will be a good test of the physical realism and the quality of
the numerical implementation of these models.

Model experiments carried out at the University of Barcelona
During the first year of the project the avalanche team at the UB has actively participated in
the development and application of avalanche models. Specifically, one part of our work in­
volved the inter-comparison of the two avalanche modelling programs: Lawsim2 (Salm et al.,
1990) and A VAL-lD (Bartelt et al., 1999), with the aim of their application to the Pyrenees.
The second part of our activities within the given work package dealt with the preparation of
the report on simulations of dry-snow avalanches from the Ryggform test site.

The main goal of our modelling efforts with Lawsim2 and AVAL-ID programs was to evalu­
ate the effect of changing input parameters, such as the dry-friction and turbulent friction co­
efficients, on the obtained results (e.g. the run out distance, avalanche velocity). By using the
two different programs we were able to evaluate the dependence of the obtained results on the
particular model. We have also attempted to establish a relationship between the different in­
put coefficients used in the Lawsim2 and AVAL-ID since these programs were calibrated
with the same data. Our final goal was to investigate whether the abovementioned programs,
which were developed and calibrated with the data in the Alps, could be successfully applied
to the studies of snow avalanches in the Pyrenees.

During the investigations we used data from several avalanches recorded in the Swiss Alps,
together with avalanches from the Catalan part of the Pyrenees. This type of inter-comparison
of data led us to the conclusion that the FL-ID and Lawsim2 programs initially developed for
the Alps could be successfully applied to the studies of avalanches for land use planning in
the Pyrenees.

As part of a collaborative report being prepared by Issler at al., we have modelled a series of
12 well known avalanches from the full-scale test site in Ryggform, Norway using the dense
snow avalanche module FL- l D (Bartelt et al., 1999) of the AVAL- lD program. Based on the
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initial data from the NGI we have introduced the topographic profiles in FL-ID, as well as
specified other spatial input parameters: depth of snow, length and width of the initial snow
slab and the width of the path. The dry (µ) and turbulent (~) friction coefficients were varied
in increments within an acceptable range to study the sensitivity of the calculations to the pa­
rameters. The aim was to find the values ofµ and ~, which best reproduced the observed run
out distances and velocities at monitoring points, as well as the measured impact pressures at
the dam. This work, which is further described in the section about Task 5 .4, is currently still
in progress and the final results will be available towards the end of the year.

Main scientific results obtained in the Work Package
The main results obtained in Work Package 5 may be divided into four categories. Firstly, the
state of the art in the main dynamical questions that are being considered in the work package
has been reviewed, including an overview of Russian research in the field of entrainment and
deposition processes in snow avalanches. Secondly, nine different avalanche dynamics mod­
els have been tested against data about 12 avalanches that hit a catching dam in the Ryggfonn
avalanche path in western Norway. As expected, it was found that the computed effect of the
dam varied greatly between the models. Most of the obtained differences between the models
are likely to be due to effects that do not correspond to a physical description of flow of the
avalanche against the dam. A fundamental improvement in the physical description of the in­
teraction between avalanche flow and obstacles is needed in order to remedy this situation.
Thirdly, chute experiments for studying granular and fluid flows against deflecting and catch­
ing dams have been interpreted theoretically in terms of shallow fluid dynamics and shocks,
leading to a new understanding of the flow of avalanches against obstructions. This under­
standing makes it possible to consider the lateral and longitudinal dimensions of the flowing
avalanche in a dynamically consistent way, which represents a large improvement over tradi­
tional derivations based on point-mass dynamics. Fourthly, new formulations for entrainment
and deposition processes in snow avalanches are being developed and implemented and tested
in numerical models.
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WP 6 - Data sharing and dissemination of results (NGI)
(Workpackage leader: Karstein Lied)

This work package comprises two tasks that focus on internal communication and data ex­
change, one task ascertaining the safety of valuable data, and three tasks concerned with
communication with the outside and dissemination of our results to avalanche professionals in
Europe. Accordingly, the first group had to be started very early in the project. While the pro­
ject web-site was soon operational, database design has been delayed due to external reasons
detailed below.

The tasks oriented towards dissemination of results can only be started in the late phase of
SATSIE when sufficiently well tested results from experiments and modelling have been ob­
tained.

Task 6. 1 - Meta-database on experimental results (DAMTP)
(Jim N McElwaine)

After weighing various options, the consortium early in the project opted to design the
planned database on experimental results as a continuation and extension of the avalanche­
event database of the predecessor project, CADZIE (http://cadzie.grenoble.cemagref.fr/). It
was therefore decided to wait with all work on the database until the CADZIE database was
closed at the end of the project CADZIE and could be transferred to SATSIE for further main­
tenance and use.

However, at the end of the first year of SÅTSIE, the CADZIE database is still not closed and
its future is unclear-not least because of legal restrictions on the topographical maps that
form a central part of that database.

It has therefore been decided that SATSIE shall after all proceed to designing its own data­
base. CDF has been chosen as the format in which all but the simplest data will be archived.
The database will be designed and data transferred to it during the first months of the second
project year.

Task 6.2 - Database maintenance and data back-up
(Jim N McElwaine)

In view of the uncertainties connected to the database design (see Task 6.1 above), the major­
ity of the partner institutions have so far not sent their experimental data to the central reposi­
tory, but have themselves taken the responsibility of archiving them and keeping back-up cop­
ies. Central back-ups will be made as soon as the database has been established and the part­
ner institutions have sent their data in the first half of the second project year.

Task 6.3 - Creation and maintenance ofproject website (SGUL)
(Chris Keylock)

The address for the site is http://www.leeds.ac.uk/satsie.
In the Management Progress Report covering the first six months of the project, the web-site
was designed by Simon Reid (SGUL) and was populated with material submitted by project
members and written by Chris Keylock (SGUL). A detailed description of the pages and their
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functionality was provided in the Management Progress Report for the project. Rather than
repeat that material here, we suggest that a brief navigation of the site will give an insight into
the information contained therein.

We aim to continually update and add to the project's web-pages. Some examples of recently
added pages include:

http://www.leeds.ac.uk/satsie/vids.html - Movie files of avalanches occurring in Catalonia
(October l s1, 2003);

http://www.leeds.ac.uk/satsie/chutevids.html - Movie files of laboratory experiments in Pavia
(October 121

\ 2003).

Furthermore, we have added a publications page to the web-site to provide web users with
information on where some of the research from the project has been published, which will
hopefully expand greatly in the next two years.

Figure 6.3.1. Publicly accessible publications page on the SATS/E web-site.

Task 6.4 - Handbook on design ofprotective dams (IMOR)
(Tomas Johannesson)

This task is scheduled to be launched only in the last year of SATSIE.

Task 6.5 - Description of new avalanche models {NG/)
(Carl B. Harbitz)

This task is scheduled to be launched only in the last year of SATSIE.

Task 6.6- European Summer University course (ETNA)
(MohamedNaaim)

The next natural hazards Summer University devoted to snow avalanches will be organised in
September 2004 by the Institute ofNatural Hazards of Grenoble (Pole Grenoblois d'Etude des
Risques Naturels, PGRN) and will be held in Courmayeur (Italy). Due to the fact that this
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Summer University takes place in the middle of the project as work in SATSIE is ongoing, it
is too early to base an entire course on results from SATSIE. We negotiated with the PGRN to
split our contribution in two parts. The first will be one or two half-day units on the general
use of numerical models in avalanche zoning and defence-structure design at the next Sum­
mer University course, i.e., in 2004. This course will be followed in 2005 or 2006 by a spe­
cialized course focusing on the new knowledge and methods developed in SATSIE. This lat­
ter course is directed towards more advanced students who have successfully attended the
basic avalanche course in 2004 or earlier, and to experienced professionals in the field of ava­
lanche hazard mapping who are familiar with the current methodology and numerical models.
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Calculating Internal Avalanche Velocities From Correlation With Error
Analysis

J. N. McElwaine (jnm11©amtp.cam.ac.uk)
Department of Applied Mathematics and Theoretical Physics, Centre for Mathematical Sciences,
Wilberforce Road, Cambridge, CB3 0WA, UK, Tel: +44 1223 337858, Fax: +44 1223 337918,

F. Tiefenbacher (tiefenbacher©slf. ch)
Swiss Federal Institute for Snow and Avalanche Research, Fliielastr. 11, CH-7260, Davos Dorf,
Switzerland, Tel: +41 81 4170 253, Fax: +41 81 417 01 10

Abstract. Velocities inside avalanches have been calculated for many years by calculating the cross­
correlation between opto-electronic sensors using a method pioneered by Nishimura et al. (1987) and Dent
et al. (1998). Their approach has been widely adopted but there has been little discussion of the optimal
design of such instruments and the best analysis techniques. This paper discuses some of the different
sources of error that arise and how these can be mitigated. A statistical framework that describes such
instruments is developed and used to quantify the errors.

Keywords: velocity profiles, snow avalanches, granular flows, opto-electronic sensors, correlation methods

l. Introduction

Opto-electronic sensors have been used for a long time to measure the velocities inside
granular flows. Some of the earliest work was done by Nishimura et al. on snow avalanches
and continued in Nishimura et al. (1987). Early work was also done by Dent et al. and
measurements were taken from the "Revolving Door" avalanche path near Bridger Bowl,
Montana.

The basic design of these sensors is simple. An infrared LED emits light that is reflected
by the passing granular material and this is detected by an infrared-sensitive photo­
transistor, amplified, digitised and stored on a computer. By comparing the signals from
nearby sensors its is possible to calculate the velocity of the flow.

In theory it is possible to calculate many other pieces of information about the flow since
the magnitude of the back scattered light depends on the density, type, size, and orientation
of the snow crystals. However, though Dent et al. (1998) tried to relate reflectivity to snow
density they failed because crystal size and type are much more important than density.
Some gross aspects of the flow can be determined however. For example in deposited snow
the signal will be constant, in a powder cloud the signal will be very low since no light
from above can reach the sensor and the density is usually too low to significantly reflect
light, and above the snow a high level will be detected due to ambient lighting.

Despite the wide spread use of opto-electronic sensors there appears to have been little
work done on analysing the errors and designing instruments so as to minimise them. In
this paper we describe how to calculate the errors for these sensors. We then use these
results to discuss how these sensors should best be designed. Some of the different variables
considered are the number of sensors, sensor geometry, relative position, size and sample
rate. Before we can calculate the errors it is necessary to first discuss how the data is to be
processed and for this to be done a model for the behaviour of the flow field is necessary.

For convenience in this paper we ignore discretization errors in both time and space and
regard functions as continuous. Only when considering the numerical implementation will
a discrete time approach be used. This simplification can be made as long as the signals
are properly filtered before digitisation so that there are no frequencies higher than the
Nyquist frequency (half the sample frequency).

- © 2003 Kluwer Academic Publishers. Printed in the Netherlands.
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Figure 1. Schematic of a typical instrument and measurement process for a single particle. Estimated
velocity is L/T.

We start of by discussing the most frequently used method, the cross-correlation method,
and explain why this method can be unreliable. Then we introduce a modified method
and discuss the errors for a simple two point sensor. This shows that there are several
main sources of errors. The most serious is due to the two-dimensional nature of real flow
fields past a flat sensor, whereas the analysis assumes one-dimensional flow. This can be
reduced by careful designing of the sensors or explicitly accounting for two-dimensional
velocities. The second source of error is due to accelerations in the velocity. The correlation
method assumes that the velocity is constant over the time window used for calculating
the cross-correlation and when this is not true, because the flow is accelerating, errors are
introduced. The acceleration errors can be reduced by improved analysis techniques where
the velocity is calculated as a changing function at all times. Note that the acceleration can
be caused by convective changes in velocity, that is different parts of the flow are moving
with different velocities, or temporal acceleration, that is the velocity field is changing
with time. Thirdly there are errors due to the inherent statistical velocity fluctuations in a
granular flow. The mean velocity in a granular medium is only defined once an averaging
process over individual particles has been specified. Measurements of the mean velocity
based on averaging region of space or time will have statistical uncertainty. There are also
errors introduced by the aperture effect, which will be explained later in greater depth.
Internal changes in the flowing snow will also cause inaccurate correlations. And in a similar
vein velocities normal to the mounting plane of the sensor will also introduce errors in the
correlation. Since sensors are normally mounted on large walls and the normal velocity
must vanish at the surface this effect will be very small unless the sensor is sensitive to a
few particle diameters into the flow.

2. Errors in interpreting the lag

v v

x(t)~

B

Figure 2. Particle trajectory with maximum correlation occurring at point of closest approach
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Figure 3. The dependence of T on the particle trajectory can also be calculated geometrically. In the case
when acceleration, a, can be ignored then two applications of Pythagoras' theorem give T2v2 + d2 == L2

and T2v; + (L - Tvx)2 == d2. Eliminating d2 between the two equations gives L/T== Ua: + v;/vx.

We assume that the largest cross-correlation between two sensors will occur at a time
when a region of the flow which passed over the first sensor is at its closest to the second.
This is discussed in more detail in McElwaine (2003) and shown to be true in the mean.
This region of the flow does not have to be a particular particle, but only a region with an
identifiable reflectivity signature, but for simplicity we will talk about a particle. Figure 2
shows the trajectory of this particle that is over sensor A at time O so that x(O) == XA and
is closest to sensor B at time T. Disregarding internal changes in the material and false
matches the correlation between sensors A and B will be greatest at lag T. The point of
closest approach of the trajectory to sensor B occurs when the displacement between them
is perpendicular to the tangent of the trajectory, which is of course the velocity. Thus

(l)
The same equation results algebraically by differentiating to find the minimum of the
distance Ix(T) - XB l- We then define the effective particle acceleration a by

x(t) == XA + tv(r) + t2a(t)/2 (2)

That is a(t )t2 /2 is the difference in position between the actual position at time t and the
position if the particle had moved with constant velocity v(r) (see fig. 3.) Taking the dot
product of eq. 2 with v(r) and evaluating at t== T this becomes

X· V - XA · V == v2T + r2a · V/2
where x and a are evaluated at t== T. Then use eq. l to eliminate x· v and we have

(xB - XA) . v == v2T + r2a. v/2

(3)

(4)

If we take the sensors to be separated by a distance L along the x axis then this becomes
Lvx == rv; + rv; + r2(axVx + ayvy)/2 which can be rearranged to give

_ L Vy + Tay/2 /2Vx - - - Vy - Tax
T Vx

(5)

Thus if the particle is travelling with constant velocity v along the x-axis sensors so that
ay, vy and Vx are all zero then Vx == L/r, which is the usual formula. In other cases
however the velocity estimate Vx == L/r will be in error by vy(vy + Tay/2)/vx - Tax/2.
For low accelerations the main contribution will be from the velocity component Vy which
biases the estimate high by v;/vx.

Equation 5 concerns point velocities at time T and has a displacement error term a
which is similar to the averaged particle acceleration. Another approach is to attempt to
calculate the particles average velocity over the time interval T so we define

_ x(r)-x(0)
V==-----.

T
(6)
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Figure 4. Different orientations of a particle with the same velocity give rise to different correlation times.
In (a.) the particle is moving orthogonally to its edge and the correlation time will be positive. In (b.) the
particle is rotated anti-clockwise and the correlation time will be negative. In (c.) the particle is rotated
clockwise giving a larger positive correlation time.

But now the point velocity v(r) is not known and this must be approximated by defining
a new pseudo-acceleration a' by

v(r) ==v+ra'
Substituting this relation into eq. l and rearranging gives

- L - Vy + Ta~ l ( L )
Vx == - - Vy _ + ax T - =-

T Vx Vx

(7)

(8)

This is very similar to eq. 5. The significant difference is that the estimate of velocity is

accurate to first order in a~ since a~ (r - i, ) = 0 ( a~:r ) . This is not surprising and

shows the output from these instruments will best be regarded approximations to velocity
averaged over the lag time rather than point velocities.

3. Errors in Calculating the Lag

The analysis in the previous section assumed that the lag with the maximum cross­
correlation occurred when the same part of the flow was identified as it passed near each
sensor. This is only true on average and is not the case in general. There are two main
effects to be considered, which are discussed in the following subsections.

3.1. APERTURE EFFECT

Figure 5. All three velocities v1, v2 and V3 will result in the same lags between the sensors. No sensor
array can distinguish between them and only the velocity component perpendicular to the edge can be
measured.
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Figure 6. How the lag time T depends on the direction of the velocity ¢, the speed v and the direction of
the edge normal 0. L cos 0 == TV cos(0 - </>)

Each photo-transistor measures the reflected intensity of the material, thus regions
in the flow with the same reflectivity cannot be distinguished. Rather than seeing the
correlation between different points in the flow the sensors in fact measure the correlation
between contours of equal reflectivity. These contours of equal reflectivity correspond to
the edges of particles. Therefore only the velocity component orthogonal to the reflectivity
contours can be measured (see fig. 5). This difficulty is known as the aperture effect Jåhne
(1997) (Chapter 13).

In the case of only two sensors the problem is even worse since the normal direction n
can not be calculated. A simple calculation shows this effect explicitly (see fig. 6) so that

A L v cos (0 - ø) v . n
Vx == - == ----- == ~, == Vx + Vy tan 0

T COS 0 X· Il
(9)

where x is the unit vector along the x-axis. This shows that vertical velocities can increase
or decrease the estimate Vx depending on the angle of the edge. This effect is shown
in fig. 4 where the same particle approaches the sensor with same velocity but different
orientations.

This subsection has discussed the relationship between the lag T the velocity of the flow
and its structure when the lag is calculated from individual events. Different approaches
for calculating the lag will be discussed later, but these all calculate the lag by comparing
the signal over large time intervals which therefore average over the different orientations
and velocities in the flow and thus act to mitigate these effects.

3.2. SPATIAL ALIASING

If there are spatial variations less than the spacing between the sensors then the Nyquist
limit is violated and aliasing can occur. The surface area of the sensors acts as an averaging,
low-pass filter so it is not the distance between the centres of the sensors that must be
small but the distance between the edges of the active part of the sensors. The requirement
can be simply stated that there should be no room for particles to pass between the sensors
without giving a signal. The most obvious effect of this will be when there are significant
vertical velocities, and then there maybe no correlation between the sensors at all. This is
shown in fig. 7. In this case the critical length between which there are no correlations Le
is the sum of the particle diameter and sensor diameter. This problem is an example of
spatial aliasing. If there are wavelengths in the signal smaller than the sampling wavelength
errors occur. To combat this problem the diameter of the sensors must be increased, which
corresponds to low-pass filtering, or the sensors must be moved closer together, which
corresponds to decreasing the sampling wavelength. If the particle diameter is Le, the
separation of the sensors L and the diameter of the sensors Ls the Nyquist criterion for
non-aliased sampling is roughly Ls+ Le 2: L. If it is known that the vertical velocities will
be much less than horizontal velocities this criterion can be relaxed to Ls+Lc 2: Llvxl/lvyl­
This condition of small vertical velocities will be discussed in the next section.
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Figure 7. Vertical motion can give rise to spatial aliasing. There will only be correlations between the
sensor elements if L sin 0 < d.

4. Analysis Methods

4.1. CROSS-CORRELATION

This is the approach that has been used by most authors including Dent et al. (1998) and
Tiefenbacher and Kern (2003). The cross-correlation of two sequences {xi} and {Yi} at lag
j is defined as

p(j) = . LiEA(xi - x)(Yi+j - J)j)
✓LiEA(xi - x)2LiEA(Yi+J - Yj)2

The sums are taken over a time interval A of width n samples, for example k - n/2 ... k+
n/2. x and fj are the window averages. Sometimes it is not always clear exactly how these
have been defined but for consistency this should be x== l/n I:i Xi and Yj == l/n I:i Yi+j·
Other variants that are symmetrical between x and y are possible. The velocity is then
calculated by finding the value of j that maximises p(j), and then the velocity is estimated
using Vx == Lv8/j, where V8 is the sampling frequency and L the distance between the
sensors. The velocity is usually thought of as being the velocity calculated at time kv s but
a more accurate approximation would be to take it as the velocity at time v8(k + j /2). In
either case this suggests that the velocity can only be calculated as lying in intervals of
width Lv8 and that this is a fundamental design restriction. This is not the case since p(j)
can be approximated at any value of j using interpolation to gain additional precision.

A strength of this method is that it is invariant to shifts and scaling of the signal and it
is straightforward. That is the same lag will be found for ax + b and cy + d for all non-zero
constants a, b, c and d. This is useful if each combined sensor and amplifier system has
different gains and offsets, since this method will automatically account for this. However
the time length of any experiment is usually no more than a few minutes and over this
period the electronics should be stable and show little drift. This means that the offset
and gain can be chosen once for the whole sequence and should be accurate. Even if this
is not possible, it would be better first to perform a filtering and transformation step, to
normalise the data, and then to calculate the correlation. This will only fail if one of the
sensors changes in some way as the avalanches passes, for example if some snow sticks
to the front of one sensor, but not the other. This effect can easily be checked for by
comparing the signal level before and after the avalanche.

Subtracting the mean from each signal before calculating the cross-correlation is similar
to applying a high-pass filter and throws away an important part of the signal: its absolute
value. It is easy to conduct examples where this method will perform badly. This is shown
in fig. 8. The signals are identical triangular waves with a lag of 0.1 s with a very small
amount (standard deviation l x 10-3) of zero mean Gaussian noise. A window width of
0.3 s was used, corresponding to 1000 samples. Smaller window widths give even worse
results. The search range was restricted to ±1.5 s. Larger search ranges give larger errors.

(10)
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The errors can be eliminated by choosing a window width that is greater than the period
(ls). What this figure shows is that provided the window includes a turning point from
each signal, the correct lag is calculated, and the error increases smoothly with the noise.
In this example the noise is so small the error is not visible. The correlation function
calculated for the time a is shown in the lower left figure and shows a well defined peak at
the correct lag. The middle lower figure shows the correlation function at time b. In this
case the two peaks are only just contained at the edge of the window and the maximum
is much less distinct. The lower right figure shows the correlation function calculated at
time c. Now the two peaks are not in the window. Where neither peak is in the window
the two functions match almost perfectly so the correlation function is almost l. For large
lags there is one turning point included and the correlation falls off. The reason for this
behaviour is obvious. By subtracting of the mean and normalising by the mean squared
deviation any two straight lines are brought into a perfect match. This means that this
method is only sensitive to changes in the curvature (second derivative) of the signal.
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Figure 8. Failure of cross-correlation approach. The upper graph shows two nearly identical signals with
a 0.1 s lag. The middle graph shows the calculated lag using maximum cross-correlation. The lower three
figures show the cross-correlation function at the three points a, b and c marked in the upper figure.
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8 McElwaine et. al.

4.2. MODELLING THE SIGNAL

To perform any kind of analysis, the first step is understanding what we measure. Since
sensors are generally fixed on approximately flat plates which are impermeable to the flow
the local velocity normal to the sensor will be zero. So that to a good approximation the
flows can be treated as two dimensional. Since little is known about the reflectivity of snow
or other granular materials, we make no assumptions about the reflectivity field. Instead
we assume a general function f (x, t), which depends on space and time, that specifies the
signal that would be output from the sensor if it were positioned in the flow at position
x == (x, y) at time t. This value will be a combination of the reflectivity of the snow
smoothed over some volume in space according to the sensor's size, the amplification,
the temporal smoothing, the digitising and finally the normalisation. This signal is then
advected according the flow velocity while changing only slowly due to three-dimensional
effects and physical processes between the grains. f satisfies the advection equation

Bfat +v· VJ~ 0. (11)

Eq. 11 is the starting point for any analysis. In this paper we will not consider spatial
variation in the velocity field v(x, t). These can be included but considerably complicate
the analysis without introducing any new features. Given this assumption, eq. 11 is easily
solved. The characteristics of this equation are the trajectories of particles and since the
velocity does not depend on position there is only one trajectory

Xt(t) = l v(s)ds. (12)

And then
f (x+ Xt(t), t) == f (x, 0), (13)

or
f (x, t) == J(x - Xt(t), 0).

This means that a sensor at position Xi will output a signal

fi (t) == f (Xi, t) == f (Xi - X (t), 0) == f (Xi - X (t)),

(14)

(15)

where f is evaluated at t== 0 when no time argument is given.
Since the fi are normalised to have mean zero, we can assume that the mean of f is

zero and define the auto-correlation function as

c(x) = E[f (x+ y, t)f(y, t)] = : jL f (x+ Y, t)f (y, t)dy = ~ foT f(x + y, t)f(y, t)dt
(16)

The auto-correlation function can be defined as an average over different fields f realised
in different experiments, or as an average over space at one point in time, or as an average
over time for two fixed points. If we assume ergodicity, stationarity and homogeneity these
will be equivalent. These conditions will not be exactly true, but one can hope that they
will be approximately true and check the accuracy later. The success of the method does
not rely on them holding, but they are useful simplifying assumptions for the analysis.
We also assume isotropy so that c(x) is a function only of JxJ. These rather technical
assumptions considerably simplify the analysis and are natural. If more data becomes
available they can be tested. Different degrees of variation in downslope and slope-normal
directions can easily be incorporated by scaling the coordinates.

Since a drawback of the cross-correlation method in section 4.1 was that it was invariant
under independent transformations of the functions, we consider a new method that is only
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invariant when both signals are transformed identically. This means that variations in mean
levels and gradients will give a signal. We work in the continuous domain for convenience
but it is straightforward to convert to the discrete domain using Fourier series.

4.3. MINIMUM SQUARED DISCREPANCY

A general approach to constructing analysis methods would attempt to have some of the
properties of maximum likelihood estimation, that is minimising residuals. In this paper
we will only consider two element sensors but the method can be generalised. Then for
two sensors separated by a distance L we would expect h (t+ T/2) - h(t - T/2) to be
small when T == L/vx. Thus we consider the method that minimises

e(T) = j[f1(t + T/2) - h(t - T/2)]2w(t)dt, (17)

where w(t) is a weight function. Note that this is symmetric with respect to h and h­
If the integrand were unsymmetric with only one of the functions lagged, for example
fi(t) - h(t - T), it can be shown that there are extra errors introduced that can be
significant. The weight function w(t) determines not only the width of the region over
which the data is used but also its relative importance.

We will consider only gradual variations in the velocity, so we write

Xt(t) == vt + at2 /2

where v is the velocity at t == 0 and a the acceleration. Using eq. 15

Combining this with eq. 16 gives

E[{f1 (t+ T/2) - h(t - T/2)}2] == 2c(0) - 2c(d(t, T)),

(18)

(19)

(20)

where

lx1 - x2 - v(t + T/2) + v(t - T/2) - a(t + T/2)2 /2 + a(t - T/2)2 /21
lx1 - x2 - VT - arr].

Therefore using eq. 16

d(t, T)

j E[{f1(t + T/2) - h(t - T/2)}2]w(t) dt

j [c(O) - c(d(t, T))]w(t) dt.

(21)

(22)

It is clear that this will be approximately minimised by choosing T so as to minimise d (t, T),
thus justifying the earlier assumption that the maximum cross-correlation occurs at the
point of closest approach.

In order to calculate the errors and the probability of failure (see appendix A) we need
to calculate E[e(T)] and E[e(T)]. Differentiating eq. 21 with respect to T we have

d
-lx1 - x2 - VT - atTIdT

(v+ ta)· (x1 - x2 - VT - atT)
d(t, T)

(23)

(24)

and

Iv+ ta12 [(v+ ta)· (x1 - x2 - VT - atT)]2
d(t, T) +----d-(-t,-T-)3 _ (25)
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10 McElwaine et. al.

Thus

J c(d(t, T))
E[e(r)] = 2 (v+ta)•(x1-x2-vr-atT) d(t,r) w(t)dt. (26)

Now we Taylor expand in a== lal and make the first choices about w(t). If w(t) is an even
function of t that is w(t) == w(-t) then odd powers of t in the integral disappear and

[.( )] == j[v·(x1-x2-vT)c(lx1-x2-vTl)+O(a2)] ()d
E e T 2 l l wt t.

X1 - X2 - VT
(27)

Terms of order a would remain here if an unsymmetric method in T were used. Nothing
in the integral now depends upon t except for w(t) so

c(lx1 - X2 - VTI) JE[e(r)] ~ 2[v · (x1 - x2 - vr ) l l w(t)dt.
X1 - X2 - VT

(28)

At the minimum of e(T), e(T) == O,so we need to look for solutions of eq. 28 equal to zero.
Suppose that the sensors are a distance L apart along the x-axis then eq. 28 becomes

(29)

If C (J (L - VxT)2 + v~r2) ~ 0 for all T in eq. 28 this means that there are no correla­
tions between the sensors. This is the case discussed in subsection 3.2. This occurs if the
minimum value of d(O, r) = Lvy/Jv';, + v~ is so large that c(d(O, r)) ~ 0. When there are
no appreciable correlations between the sensors it is of course impossible to calculate the
velocity by any method. This failure can be minimised by reducing L, ensuring that the
sensors are aligned with the flow so that Vy is as small as possible or by increasing the
correlation length by using sensors that average over a large spatial area.
If c-=/- 0 then eq. 28 is zero when

(30)

This means that if we estimate the x-axis velocity by Vx == L/T we in fact calculate

L v2 + v2 v2
Vx == - == L x y == Vx + _Jf_.

T VxL Vx
(31)

Thus direct maximisation of the correlation between two sensors does not measure the
velocity in the direction of the sensors but this more complicated function. If vy is small
this will be a good approximation, but in other cases the results can be severely biased
and the estimated velocity will be larger than the true velocity by vi/vx. The problem
is discussed in section 2 and illustrated in the left two parts of figure 4. Even though
the horizontal speeds are different in these two figures the output signals are identical.
This is the major problem with one-dimensional arrays of sensors. If there is some way of
calculating the vertical velocity Vy then the bias can be eliminated by solving for Vx as a
function of Vx and vy in equation eq. 31. The obvious way to do this is to build a two­
dimensional sensor array with closely spaced vertical sensors so that vy can be separately
estimated. A simple sensor that can do this is shown in fig. 10. If it is not feasible to install
a new sensor another approach is to alter the vertical length scale by averaging vertically.
If the sensors averages over a large vertical region so that the vertical dimensions are AL
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Avalanche Velocities 11

such as in fig. 9 then the effective vertical velocity is reduced by a factor A so that eq. 31
becomes

v2
A y
Vx == Vx +~­

VxA
(32)

Thus if the aspect ratio is 4 the error will be reduced by a factor of 16. Building a sensor
with such an aspect ratio could be achieved by using a lens, appropriate choice of sensor
and orientation, or by stacking sensors and combing their output.

Figure 9. One-dimensional array of two sensors designed to reduce bias from vertical velocities. The active
region of the sensors averages over a large vertical region to reduce bias.

4.4. GAUSSIAN CORRELATION

In this section we assume that the correlation function c(x) is Gaussian and we also use
a Gaussian weight function w (t). This choice is made because the calculation are then
easy to perform and it is sufficient to demonstrate the dependence of the errors on the
design parameters and the properties of the flow. Analysis could also be performed with
correlation functions for hard disc systems or using correlation functions measured from
the data. We do not expect this would significantly change the conclusions.

We precede as in the previous section to analyse the method using the expectation of
the derivative of e(T). We define do(t) == d(t+To, t-To), where To is the lag that minimises
the squared discrepancy. Thus

do= Lvy'
v

(33)

which has a simple interpretation. do is the point of closest approach to sensor 2 of a point
moving with the flow that passes over sensor l at around time 0. Expanding in powers of
a and removing terms odd in t

E[e(To)]
E[e(To)]

E[e(To)]

2Wo [c(O) - c(do)] + O(a2
),

O(a2),

-2Wov2 C~o) + O(a2),

(34)
(35)

(36)

where W0 == J w(t) dt. More complicated expressions can be calculated for the variances,
V[e(To)] and V[e(To)], but these will not be included here. Instead we illustrate how these
results can be used by taking w(t) to be a Gaussian function of time scale T and assuming
that the correlation function c is also a Gaussian with length scale given by Le.

(37)

This choice is made because the integrals for the expectations E[el, E[e] and E[e] can
all be performed exactly and the integrals for the variances V[e], V[e] and V[e] can be
easily approximated by expanding in powers of a. What this approximation corresponds
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12 McElwaine et. al.

to is assuming that Ta/v is small, where v == [v]. This is a natural assumption since
methods of this type will not work well if the velocity varies significantly over the window.
In the following analysis we generally work to the lowest non vanishing term. There is no
significant difference between a direct correlation method and a residual method.

The probability of failure is given by

(38)

The numerator contains a positive exponential term with argument LL:vi = d6/Lr In order
eV

for the failure probability to be small this must be of order l. Since the exponential term
is added to l there is little advantage in making it very small. The term will be order one
in two situations. If the spacing of the sensors is sufficiently close that no spatial aliasing
occurs for all Vx and Vy (sec. 3.2) that is L :::; Le. Or when the angle of the velocity to
the sensor axis is sufficiently small, that is vy/v :::; Le/L. For most sensors built so far the
spacing is at least 5 mm which is well above the smallest correlation lengths which will
be of the order of the particle diameters around l mm. Thus there will be no detectable
correlations except for velocities with angle less than ~ tan-1(1/5). However, the large
scale features of a snow avalanche may be many metres in size (Nishimura et al. ( 1987))
and these will be detected as a correlation between both sensors for any velocity direction.

This result is exactly what would be expected. Eq. 36 contains a factor c(do) and it is
one over this that appears as the numerator in eq. 38 (since d5/c(do)2 ex exp(d5/L~)). For
many correlation function c(d) == 0 for all d greater than some critical value and in that
case eq. 38 diverges and failure becomes a certainty.

Given that the numerator of eq. 38 is order l the probability of failure can only be
small if the denominator is large, which occurs if Tv/Le is large. This also has a natural
interpretation. Tv is the length of material that has passed over the sensor. Dividing this
by the correlation length Le give the approximate number of independent samples. And
this is the usual reduction in variance with sample size. If this is large and the exponential
is limited then eq. 38 becomes

3 Lep(fail) ~ --
4 Tv

(39)

We focus on the case where the vertical velocities are small and consider uy == O(a112).

The probability of failure, from eq. 38, will then be small if T == O(a-112). This is the
most interesting gearing because the leading order terms contain vertical velocity terms
and acceleration terms. Using the results in the appendix and Gaussian correlation and
weighting functions we get.

p(fail)
3 L 3 [L2(7a2 + 3a2) - L2(2a2 + 5a2)]T 3 u2 L2 - L2 3 L~ __e + _ x y e x y + _ _]j_ e _ -~)
4 uT 16 u~Le 8 Ui LeuxT 32 u~T3~

(41)

(42)

Now that the acceleration terms are included it is clear that there is a value of T that
minimises p(fail), which scales like vx/a if L ~ Le. For such large T however the bias
would be of order Vx, so that though the method would be likely to find a minimum in
the correct region, the error would be unacceptable. This illustrates part of the tradeoff
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between large T maximising the chance of finding a minimum, but large T also coupling
to accelerations and increasing the errors. This is also shown in the variance equation 42.
Large T decreases the first term in proportional to the number of independent samples
Tvx/Le, but increases the second term because of acceleration. The variance term will be
minimised by a T approximately vy/a which is order a-1/2 as we assumed. If T == vy/a
then the bias term will just be of the same order v~/vx. This choice of T thus provides a
compromise between vertical velocity errors and acceleration errors. The bias equation 41
also shows that the all the errors to this order increase the apparent mean velocity.

Once the velocity estimate Vx has been formed we can use these equations to estimate
the errors. This can be done as follows. The expected residual will be

L2(v2 + a2T2)
E[e(To)] == Co Y 2 2 ,

2Lcvx
(43)

and the curvature
E[e(To)] = Co~;.

LC
(44)

If we equate the measured residual e(To) and curvature ~(To) to these equations we can
estimate the errors. Using eqs. 43 and 44

E[e(To)]
E[e(To)]

Thus the bias can be estimated as

L2(uy2 + T2a2)
2u~

(45)

(46)

The beauty of this is that it is not necessary to directly estimate C0 or Le. Thus our
revised estimate of the velocity is

(47)

which is bias free to this order.
The variance equation eq. 42 can be similarly estimated if we approximate (a;+ 3a;) ~

2a2 it becomes
Leu~ E[e(To)]
2TL2 E[e(To)] (48)

Unfortunately it is not possible to estimate the variance without also estimating the cor­
relation length Le, but this can be done using standard techniques. Eq. 48 is the variance
estimate of v not of the bias corrected velocity v'. The variance of this will be larger since
there is the variance of the correction term to consider. For this reason it is probably best
to regard the bias correction as an error estimate rather than performing it directly. The
one standard deviation confidence interval will then be roughly

i.», e(To)
2T ~(To)'

L Vx
-+­To L

t.»; e(To)
2T ~(To) '

(49)

A check on the assumptions could also be performed by using the calculated Vx to estimate
the acceleration ax.

The design criterion for correlation sensors can thus be summarised as follows in
decreasing order of importance

L ~ Le Eliminates spatial aliasing and allows correlations at all velocity angles. If this is
not possible then the sensor can only be operated in the range ~t == 0(1)
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14 McElwaine et. al.

fs > 2v/Le The sampling frequency must be high enough to prevent temporal aliasing
Tv « l Good sample statisticsLe

Tg « l Low bias and variancev
vy « l Low bias and variancev
Confidence intervals should be calculated according to eq. 49

The next two sections discuss how to reduce and eliminate the errors induced by vertical
velocities and accelerations.

4.5. 2D FLOW

00
00

Figure 10. Two-dimensional array of four sensors designed to measure vertical and horizontal velocities.
The active region of the sensors is as large as possible to reduce spatial aliasing.

A full discussion of design criteria for two-dimensional sensors is contained in McElwaine
(2003), but a rough approach is straightforward. The most important criterion for a 2d
sensors is that L ~ Le or smaller so that there are always the appropriate correlations
between the sensors. Figure 10 shows a sensor with four photo-transistors arranged on a
square. The optimal lag T can be calculated between six pairs (AB, AC, AD, BC, BD,
CD) in a similar way as for lD sensors. Let T» and Ty minimise the respective expressions

J w(t) { [fA(t + Tx/2) - fs(t + Tx/2)]2 + [fc(t + Tx/2) - ]D(t + Tx/2)]2} dt

J w(t) { [fA(t + Ty/2) - fc(t + Ty/2)]2 + [fs(t + Ty/2) - fo(t + Ty/2)]2} dt,

where fA, fB, fe and JD are the signals from each photo-transistor. By combining the
signals in this way, rather than calculating separate lags for each pair, the errors can be
reduced. Diagonal correlation lags TAD and TCB can also be calculated between AD and
CB respectively. If we let Tx and Ty be the minimising correlation lags then

L v2 + v2 L v2 + v2x y x y (50)
Tx Vx Ty Vy

L v2 + v2 L v2 + v2
-- - x y x y (51)
TAD Vx + Vy TCB Vx - Vy

(52)

The bias and variance of each of the T's can be calculated using the previous methods. Then
they can then be suitably combined to produce an estimate of Vx and vy with minimum
error. Suppose that (Yx, (Yy, (YAD and (YCB are the expected root mean squared errors. Then
the minimum expected root mean squared error estimates can be calculated by minimising

[
il._ _ v';+v~] 2 [-1_ _ v';+v~] 2 [_l!._ _ v';+v~] 2 [---1_ _ v';+v~] 2

Tx Vx Ty Vy TAD Vx+Vy TCD Vx-Vy

+ 2 + 2 + 2
(Yi; (J'y (J'AD (J'CB

(53)

The expression is complicated to minimise analytically especially as the estimated squared
errors, (J'~ etc., will be functions of Vx and Vy. It is however easy to minimise numerically.
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If the the flow were between directions AD and AB, then ay and acD would be large and
the solution would be weighted towards Tx and TAD· The result would roughly be

L(TAD - Tx)
v==-------

y r;+(TAD-Tx)2. (54)

4.6. CONTINUOUS VELOCITY ESTIMATION

The errors due to accelerations in the previous analysis are caused by assuming a fixed
velocity over the window width. If instead of this we try to estimate the varying function
v(t) at all times it is possible to eliminate or at least reduce this source of error. Eq. 17
can be naturally generalised to

e[T] = Ju1(t + T(t)/2) - h(t - T(t)/2)]2 di: (55)

where r(t) is a function of time for the whole measurement period, e[r] is now a functional
and the integration is to be performed over the whole sample. In order for this to be a well
posed problem it is necessary to constrain r(t) and this is done by introducing a penalty
functional term

(56)

where ,,\ determines the degree of smoothing enforced on T. The Euler-Lagrange equation
for this system is

dr(t)2 . .,,\d£2 == [f1(t + r(t)/2) + h(t- r(t)/2)][fi(t + r(t)/2) - h(t- r(t)/2)]. (57)

This equation can be efficiently solved using multi-grid techniques and the velocity calcu­
lated as vx(t) == L/r(t). A full discussion will be included in future work.

5. Results

Experiments were carried out at the SLF chute in Davos. Preliminary results and three
different methods of analysis will be briefly mentioned. A full analysis will appear in a
later paper.

The velocity sensor array consists of a 5 x 5 matrix of photo diode/photo transistor
pairs. First we analyse the data using the traditional method of Dent (eq. 10). For each
row of the sensor array, the cross correlation function can be computed for 10 pairs of
signals corresponding to 10 combinations of each two time shifted sensor signals related
to 10 different stream-wise sensor spacings.

Assuming that the velocity of the flow does not change significantly while passing the
sensor array which has a stream-wise extension of 2 cm, the accuracy of the velocities
obtained from one row of the sensor array can be estimated by statistical analysis of
the velocities measured by all possible sensor pair combinations of the row. Previous
experimental setups of optical correlation velocity measurements in avalanches Nishimura
et al., Dent et al. (1993, 1998) were using only one pair of signals and therefore did not
allow such an error analysis.

Figure 11 shows a plot of the rnean velocities obtained from all 5 sensors of row 3 and
5 of the sensor array where the error bars indicate the standard deviation of the mean
velocity, v, which is an average of the velocities obtained by correlation of each of the 10
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Figure 11. Velocity measurements by row 3 and 5 of the sensor array performed at April 3, 2002.
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Figure 12. Continuous velocity estimates with populations standard deviations (grey).
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sensor pairs of a row of the sensor array. The correlation functions have been evaluated
using a 0.16 s interval every 0.012 s.

The vertical distance between row 3 and 5 of the sensor array is 2.1 cm where row
3 is situated 2.1 cm above the sliding surface. Taking into account the errors mentioned
above, the velocities obtained by the two sensor rows are significantly shifted as is shown
in fig. 11. Interpreting the plot with respect to the vertical spacing of the rows, the shear
can be estimated to be approximately 25 s-1 in the flow layer between 2.1 cm and 4.2 cm
above the sliding surface.

Figure 12 shows the velocities calculated using the continuous approach of section 4.6.
The standard deviations are calculated from the ten different velocity measurements pairs
at each row height. The gross features of the two results are clearly similar but the overall
velocities are considerably lower. So much so that the error intervals of the estimates do
not overlap. This is not that surprising as these are not true error estimates, but instead
highly correlated estimates of the variance in the velocity. That is they do not account
for any bias effects resulting from vertical velocities, so the true horizontal velocities
maybe considerably lower. Secondly the sensors are all closely positioned so that the
errors between the sensors cannot be assumed to be independent. Roughly speaking if
the correlation between the errors is p then the true standard deviation will be larger by
a factor 1/(1 - p).

6. Conclusions

The work in this paper is still ongoing and is by no means complete. In particular a
detailed analysis of the auto-correlations should be performed and also an explanation of
the large differences in the results of the two analysis methods in the last section. Though
correlation sensors are a very useful tool great care should be exercised in interpreting
the data and particular care taken to understand the uncertainties in the estimations. In
particular the usual estimate of velocity Vx == L/T is in fact an estimate of

v2 T2a2
Vx +_Jf_+--,

Vx Vx
(58)

and will therefore be considerably larger then the true velocity Vx unless v~/v; and T2a2 /v;
are small. The analysis also demonstrates that it should be possible to greatly reduce the
errors by using closely spaced two-dimensional arrays of sensors that are as small as the
smallest correlation lengths which are of the order of the grain size (l mm).
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Appendix

A. Estimating Parameters

It is a well known result of classical statistics that the best asymptotic estimators are
maximum likelihood estimators (MLE). Unfortunately to apply these methods the proba­
bility density function of the reflectivity would have to be specified by a parametric model.
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If this could accurately be done this would provide the best method of analysis. If a bad
parametric model is applied however the estimators may be very poor indeed so until more
data is available we use a non-parametric approach which attempts to be similar to MLE
methods, but without requiring a complete probabilistic description. Our methods are
based on minimising a sum of residuals and if these residuals are regarded as independent
and Gaussian then this is equivalent to an MLE estimate.

Suppose that we estimate the speed of the flow Vx == L/f by minimising a function
e(T). To estimate the accuracy of the method we wish to find the bias or expected error
E[f], the variance in the estimate V[f] == E[f2] - E[f]2 and the probability that there is a
minimum close to the true value. In this appendix expressions for these values are derived.

Let e(T) be a function of the data and assume that the true minimum occurs at To.
Due to noise and other inaccuracies when we attempt to minimise e(T) we will find the
minimum at some other value f-=/=- To. Taylor expanding to second order

(59)

Thus the minimum will be found at at f== -e(To)/e(To) provided that e(To) > 0. That is
the method will succeed if p(e(To) < 0) is small and the error will be -e(To)/e(T0). The
probability of failure can be bounded using Chebychev's inequality. Letµ== E[e(To)] > 0
and 0"2 == E[e(To)2] - µ2. Then

E[le(To) - al2] 0"2 + (µ - a)2P(e(To) < 0) == P(a - e(To) >a)~ P(le(To) - al> a)~ 2 == 2 .a a
(60)

This upper bound is true for all a and is minimised by a == (0"2 + µ2) /µ so

(]"2 (]"2
P(e(To) < 0) ~ 2 2 ~ 2 (61)

(J" +µ µ

This shows that the the method will have a high probability of success if V[e(To)]/E[e(To)]2
is small. This bound is conservative and in many cases e(To) will be well approximated
by a normal distribution since it is the sum of many random variables. In this case the
probability of failure will be estimated as P(W '.S 0) = l - erf (~), where erf(x) is the

error function. The bias of the method is E[f] = E [!l;~n. Approximating e(To) and e(To)
as independent gives E[f] == E[e(To)]E[l/e(To)]. The method only finds a local minima
when e > 0 and since this occurs with high probability only when 0"2 /µ2 is small we
can write E[l/e(To)] ~ 1/E[e(To)] so that E[f] == E[e(To)]/E[e(To)]. The variance of the
estimate V[f] can be calculated using the same approximations as before

V[f] = V[l?(To)] = V[l?(To)] .
E[e(To)]2 E[e(To)]2

(62)

Since the velocity is estimated using the rule Vx == L/f the mean error in the estimated
velocity is

E[vx - Vx]
L L L L

r-:» ---- l".Jr--;»

E[f]
l".J

To - E[e(To)]/E[e(To)]Vx To

l".J
L E[e(To)] v; E[e(To)] (63)r--;»

T6 E[e(To)] L E[e(To)] ·

This assumes that the error is small compared to the true velocity. The variance in the
estimated velocity can be estimated similarly

V[v ] ,::; vi E[l?(To)2]
x L2 E[e(To)]2 ·

(64)
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These two eqs. 63 and 64 in conjunction with the following equation which gives the
probability that the method fails

P( .. ( ) O) == V[e(To)]
e 70 < E[e(T0)]2

(65)

give a means to quantatively evaluate different sensor designs and analysis algorithms.
They can also be used to estimate the degree of uncertainty in a measurement, that is to
calculate confidence limit or error intervals. To do this we need a means of estimating the
various expectations in terms of the observed data. E[e(To)] can be approximated as e(f) in
the same way as maximum likelihood estimation. This cannot be done however for E[e(To)]
since at the minimum of course e(f) == 0. There is no general method for approximating
this or the variances V[e(To)] and V[e(To)], but given a model for the underlying data these
can be approximated in terms of the total residual e(f).
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Abstract

Opto-electronic sensors using infrared LEDs and photo-transistors

have been used for measuring velocities in snow avalanches for

more than ten years in America, Europe and Japan. Though they

have been extensively used, how they should be designed and how

the data should be processed has received little discussion. This
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paper discusses how these sensors can be applied to measure two­

dimensional velocities. The effects of acceleration and structure

in the underlying field of reflectance are carefully accounted for.

An algorithm is proposed for calculating the continuous velocity

vector of an avalanche and a sketch of the mathematical analysis

given. The paper concludes by suggesting design criteria for such

sensors.

l Introduction

Opto-electronic sensors have been used for a long time to measure the

velocities inside granular flows. Some of the earliest work was done

by (Nishimura et al., 1987) on snow avalanches and continued in (Nishimura

et al., 1993). Early work was also done by (Dent et al., 1998) and mea­

surements were taken from the "Revolving Door" avalanche path near

Bridger Bowl, Montana.

The basic design of these sensors is simple. An infrared LED emits

light that is reflected by the passing granular material and this is detected

by an infrared-sensitive photo-transistor, amplified, digitised and stored

on a computer. By comparing the signals from nearby sensors its is

possible to calculate the velocity of the flow.

In theory it is possible to calculate many other pieces of information

about the flow since the magnitude of the back scattered light depends

on the density, type, size, and orientation of the snow crystals. However,

though (Dent et al., 1998) tried to relate reflectivity to snow density

he failed because crystal size and type are much more important than

density. Some gross aspects of the flow can be determined however. For



example in deposited snow the signal will be constant, in a powder cloud

the signal will be very low since no light from above can reach the sensor

and the density is usually too low to significantly reflect light, and above

the snow a high level will be detected due to ambient lighting.

Despite the wide spread use of opto-electronic sensors there appears

to have been little work done on how these sensors can be applied to

two-dimensional measurements. In (McElwaine and Tiefenbacher, 2003)

a detailed analysis is developed for two element sensors and the standard

cross-correlation algorithm is analysed in detail. The main results of this

work are that the measured velocities are consistently too high by

v2 + T2a2 + T2a2y x y

Vx
(l)

where Vx is the velocity parallel to the sensor, vy the perpendicular ve­

locity, ax and ay the corresponding accelerations and T the width of the

correlation window. The paper also shows that T must be sufficiently

large so that Le/ (Tv) is small, where Le is the correlation length of the

snow, in order that the minimum of the cross-correlation can be located

and that Lcvy/(Lv), where L is the sensor element separation, must be

small so that there are correlations between the sensor elements. These

requirements that the bias is low, and that the correlation exists and

can be found cannot be simultaneously satisfied unless vy/Vx, Tax/Vx

and Tay/Vx are all small. A novel analysis method is briefly presented

that changes the time leading to acceleration errors T, the width of the

correlation window, to L/Vx the transit time over the sensor. This dra­

matically reduces the acceleration induced bias, but the bias from vy



cannot be eliminated satisfactorily from a one-dimensional sensor. This

paper begins by discussing how a four element sensors will perform with

different flow fields. This insight is used to develop a continuous esti­

mation procedure for two-dimensional velocity which is introduced and

analysed.

For convenience in this paper we ignore discretisation errors in time

and regard functions as continuous. This simplification can be made as

long as the signals are properly filtered before digitisation so that there

are no frequencies higher than the Nyquist frequency (half the sample

frequency). Continuous functions are then defined by their Fourier in­

terpolation.

2 Interpretation of Lag Times

2.1 Effect of Acceleration

One of the simplest situations is shown in figure l. An edge is moving

past four photo-transistors with centres at Xi. Only the velocity and

acceleration normal to the edge, that is in the direction n, can be re­

solved. This is known as the aperture effect (Jåhne, 1997) (Chapter 13).

We write v == ft· v and similarly for the acceleration a == n· a. If a

is constant, then the arrival time of the edge at each sensors Ti will be

given by

(2)

There are four equations, one for each sensor, and four unknowns, which

are v the normal velocity, a the normal acceleration, y the position of the



edge at t == 0 and n the normal direction to the edge. A convenient choice

of coordinates is n· x1 == L/2 cos 0, n· x2 == -L/2 cos 0, n· x3 == L/2 sin0

and n • x4 == -L/2 sin 0 so the the diagonal length between the sensors

is L. Equation 2 for each i can now be solved to give

1 (A
2
tan2¢)0 ¢+tan- l-A2 ,

v

a

(3)

y

L 4W/c5 + cos(2¢)
-J Jcos(2¢)2 - 2A2 cos(2¢)2 + A4'

L
62 Jcos(2¢)2 - 2A2 cos(2¢)2 + A4'

16W2 + 87fc5 cos(2¢) - 2Ac52 - A362
L--~======================================~,
8c52✓cos(2¢)2 - 2A2 cos(2¢)2 + A4)

where the following auxiliary variables have been defined

T (T1 + T2 + T3 + T4)/4,

61 Tl - T2,

62 T3 - T4,
(4)

c) Jor +15~,

¢ tan- l ( c52 /61 ) ,

A Tl + T2 - T3 - T4

c)

Using y, v and a from eqs. 3 we know that at time t the position of the

edge projected in the direction n is y + vt + 1/2at2 and the velocity is

v+ at. A natural choice is to calculate the time t0 when the edge is over

the centre of the sensor and then calculate the velocity at this time. This



gives a quadratic equation for to which has the following solution.

_ 5 ,,\ ( ,,\ 2 + 2) sgn (cos 2¢)
to ~ T - ---------::=======================.

4 l cos2¢l + jcos(2¢)2 + 2,,\2 + ,,\4
(5)

This has been written so that the correct solution is chosen regardless of

the sign of cos(2¢). The velocity at this time is

Lv(to) ~ 5
cos(2¢)2 + 2,,\2 + ,,\4

cos(2¢)2 - 2,,\2 cos(2¢)2 + ,,\4 ·
(6)

The acceleration a and angle 0, given by eqs. 3, are both independent of

time in this model. Thus these two equations along with eq. 6 can give

an estimate of the flow properties at the time t0 given by eq. 5.

There are several salient features of these equations. First they are

exact for all accelerations, angles and velocities. The mean time T only

occurs in eq. 5 specifying the time at the centre of the measurement. The

angle, velocity and acceleration only depend on the differences between

the lag times Ti. To understand these equations it is helpful to invert

them.

[Jl + jl - E2 sin2 0 - jl + ✓1 - E2 cos2 0]
2

2 - ✓l - E2 cos2 0 + j1 - E2 sin2 0

L v12 cos0
v l + ✓l - E2 cos2 0

L v12 sin0

v l+ j1 - E2 sin2 0

Lsin0
~ --[1+1/8E2sin20+O(E4

)],
v

(7)

where v is the velocity at the centre point and E ~ aL/v2 is the relative

velocity change over the size of the sensor. For E > l the velocity can



change direction so that the edge will not reach the sensor for certain

angles, and this is shown in the above equations by the square roots

becoming imaginary. By considering small relative accelerations the na­

ture of X as a measure of relative acceleration and 61 and 51 as velocities

along the axis is clear. The above expansions in E are uniformly valid

for l cl < l, but the inverse expansions treating A as a small parameter

breakdown when cos 20 is small. This is because when the edge is moving

parallel to the sides of the square it is no longer possible to calculate the

acceleration. This problem will be expanded upon when we discuss the

errors.

To calculate the effect of errors in the four Ti we assume that they

are random variables with mean µi and independent mean squared er­

rors with variance a2. These errors arise from quantisation, statistical

fluctuations, electronic noise and deviations by the reflectance field from

our model. Allowing the errors to be dependent only effects the results

by a small factor and is not important.

Consider an estimate of some property g == g(Ti)- The mean squared

error about the exact value g(µi) can then be calculated as follows.

V[f] = E[(§-g)
2
] = E [ (~)ri -µi)::) 2

] =~(::r E[(ri-µi)2] = cr
2
~ (::r

(8)

Using this formula for each of v, a and 0 the errors can easily be

calculated. The expressions are rather long however so we only consider



the case of small E and expand.

V[v] a
2
v
4

[2 2 4 + 9 cos
2
(20) + 5 cos4(20) O( 4)]

L2 + E 4cos2(20) + E

V[0]

V[a]

a2v2
V [2 + 5/4c2 sin2(20) + O(c4)]

a
2
v
6

[ 64 + E2 2(13 cos(20)
2
- 16) + O(E4)]

L4 cos2(20) cos2(20)

(9)

These equations show that there is a very strong dependence of the error

on the angle for the acceleration and the velocity. For small cos(20)

the expansions break down and the errors can be arbitrarily large in

calculating v and a. This breakdown occurs for any size of E though the

equations are not included here. Different estimations that avoid this

breakdown will be discussed in the following subsections. These results

also show that the size of the errors is determined by the dimensionless

grouping av/L. This is exactly the uncertainty one would expect if the

sampling period is a and the lag times Ti can be located to this accuracy.

If this is the case then the larger L is the smaller the errors will be. In

general however, this is wrong for two reasons. If a feature or edge is

diffuse the lags can be calculated with a precision that is much greater

than the sampling period. Also as L increases the correlation between

the sensors will decrease and may disappear, so that a increases without

bound. A different approach is needed to include these effects, which will

be discussed later. First however two different modelling assumptions

will be introduced.



2.2 Effect of Curvature

The previous subsection considered the case when the curvature of the

flow was constant over the scale of the sensors but the velocity was al­

lowed to vary. In this subsection we consider the case of constant velocity,

but with curvature. This would correspond to the case where the size

of the sensor is comparable with that of the particles. A four element

sensor does not give enough information to resolve particle centre, cur-

vature and velocity as this has five unknowns, but it is possible to solve

for the normal velocity. The four equations for the lags at each sensor

are

(10)

where y is the centre of curvature at t == 0 and R is the radius of

curvature. using the normal approximation so that y == yn. and v == vn
and the same definition of the sensor element sensors xi the equation for

each lag time is

(11)

where m is the unit vector normal to n For a straight edge R is infinite

so it is more convenient to work with the curvature ~ == l/R.

The four equations can be solved to give

v (12)

0

L
6

¢ (13)



y -L!_+ L cos(2¢)
c5 4A

4A

(14)

£Jcos2(2¢) + 2A2 + A4
(15)

These are considerably simpler than those involving acceleration because

the curvature gives a linear time shift and thus has no effect on the

velocity or normal angle. The effect of acceleration is nonlinear and

more complicated. In the case of small acceleration, the results give the

same estimates for v and 0. Since this model includes no acceleration

the velocity and angle estimate are for all times. A sensible choice is to

regard them as applying at the mean time T.

If we use eq. 12 as our estimate v, and eq. 13 as our estimate 0, then

the errors in the estimates can be calculated as before. They are

V[v] 2v4a2

---v:- (16)

V[0] 2v2a2

---v:-
These equations are exact and have no dependence on angle or curvature.

Thus the velocity and normal angle can be equally well calculated in any

direction. The estimates for the errors in ~ and y do depend on the

angle and are also unstable for small cos 20. Thus again showing that

the sensor will be most effective when aligned with the diagonal in the

flow direction.

Suppose now we use the estimates given by eq. 12 and eq. 13 in the

case of acceleration. The total squared error will now consist of a bias



term and an uncertainty in T term. The bias errors are

v-v

0-0

VE
---------~~~~~-=----_--v
4 - 2J1 - E2 cos2 0 - 2J1 - E2 sin2 0

-1/16vE2[1 + cos2(20)2] + 0(E4)

1 ( J1 + ✓1 - E
2cos20- J1 + J1 - E

2sin20 )
tan- cos(0) sin(0)------------~===============

sin2 0J1 + ✓1 - E2 cos2 0 + cos2 0J1 + J1 - E2 sin2 0
-1/32E2 sin(40) + 0(E4)

The variance of these estimates can also be calculated as before, but is

now much simpler than for the unbiased estimates including acceleration.

V[v]

V[0]

0"2V4 2E4

V (4 - 2J1 - E2 cos2 0 - 2J1 - E2 sin2 0)2

0"2V4V [2 - 1/2E2(1 + cos2(20)) + 0(E4
)]

0"2V2 2E2

L2 4 - 2J1 - E2 cos2 0 - 2J1 - E2 sin2 0
0"2V2V [2 - 1/4E2(1 + cos2(20)) + 0(E4)]

(l 7)

(18)

(19)

(20)

These mean squared errors do depend on the angle 0, but they are always

finite, so provided that the velocity does not vary too much over the size

of the sensor so that E is small, the estimators derived from the curvature

model in eqs. 12 and 13 will be more accurate. Only if the flow is very

closely aligned with the sensor and accelerations are very large and the

curvature can be neglected, will the estimators based on the acceleration

model prove better.



2.3 Closest approach

In this subsection we consider another interpretation of the lag times

when there is structure in the flow field over length scales smaller than the

sensor size. In the next section when the complete statistical description

is given this is also seen to arise from averaging over many edge events.

We consider a trajectory given by (T - t)v + 1/2(T - t)2a so that it

passes through the centre of the sensor. The lag time Ti for sensor i is

the point of closest approach, so that

([v+ (T - t)a] · [(Ti - t)v + 1/2(Ti - t)2a - xi] = 0. (21)

Each of these equations is a cubic in Ti which can be solved exactly, but

for simplicity we only consider series solutions for small acceleration a. In

this case we interpret 0 as the direction of the velocity v, let a == l al and

let w be the angle between v and a, so that a· v== av cosw. Expanding

in terms of the non dimensional E and substituting the Ti into eqs. 4

c5
L LE2- +-[4-4cos(40) + 8cos(2w) - cos(40 + 2w) + 9cos(40- 2w)] + 0(21)
v l28v

0 + 1/128E2[4sin(40) + sin(40 + 2w) - 10sin(2w) - 9sin(40 - 2w)] + o(Ec,3)

T
Lcoswt - E--E + 0(E3)

l6v

-1/8E[3 cos(20 - w) - cos(20 + w)] + 0(E3)

(24)

(25)

Eq. 24 shows that the mean time is only effected to lowest by acceleration

in the direction of the velocity as would be expected. Substituting these

results into the simple estimators v == Ll c5 and e == cp we can calculate



the bias and variance as before.

v-v

0-0

V[v]

V[0]

-1/128E2v[4 - 4cos(40) + 8cos(2w) - cos(2w + 40) + 9cos(40 - 2w)] + 0(E4)

1/128E2[(4sin(40) + sin(2w + 40) -10sin(2w) - 9sin(40 - 2w)] + 0(E4)

(26)

(27)
a2v4
r}2 [2 - 1/16E2[4 - 4 cos(40) + 8 cos(2w) - cos(2w + 40) + 9 cos(40 - 2w )] + 0(E4)]

a2v2
r}2 [2 - 1/32E2[4 - 4 cos(40) + 8 cos(2w) - cos(2w + 40) + 9 cos(40 - 2w )] + 0(E4)]

What these results show are that under the assumptions of this section

the simple estimators for v (eq. 12) and 0 (eq. 13) also perform well.

That is, the bias and the variance will be small for all angles provided

that the velocity does not change too much across the width of the sensor

and the lag times can be accurately calculated. In the next section we

describe how to calculate the lag times and perform a complete statistical

analysis of the approach.

3 Continuous Tirne Estimation

The continuous time estimation approach was described briefly in (McEl­

waine and Tiefenbacher, 2003) for two element sensors. In this paper we

show how the same method can be applied to four element sensors. The

field of reflectance f (x) is regarded as constant in time and corresponds

to the value one element of our sensor would output if placed at a lo­

cation x. For simplicity we do not include temporal variation in f, but

this is not significant as the differences are very similar to changes in

velocity. Let Ji (t) be the signal received by sensor i at time t which is

F(y(t)) where y(t) is the relative trajectory of the centre of the sensor to



the flowing medium. The method consists of minimising the Lagrangian

.C= "I:Jui(Ti(t)) - J(t)]2 dt+ 2,--r'L J ( dT~?)r dt. (28)
'l 'l

The variables to solve for are Ti, the lags at each sensor, and f (t), the

estimated underlying value at the centre of the sensor. The first terms

of £ penalises the discrepancy between the lagged sensor signals and

the estimated signal f. If there were no constraint on the lag functions

then these could be made zero but the lags would be unphysical. For

this to be well posed, certainly the Ti (t) must have no frequencies higher

than the sampling frequencies. In fact we expect only slow changes

in the velocity so a simple term that enforces this has been chosen,

which has nice features. It is analytically tractable and corresponds

to linear interpolation when there is little information present in the

signal. , is a parameter that determines the strength of this smoothing.

At least one additional constraint on the Ti (t) is also necessary. Using

our results from the previous section which show that estimators based

only on 61 == 6 cos¢ and 62 == 6 sin ø give good results we use T1 (t) ==

would also be possible to try to calculate curvature, but imposing an

additional constraint simplifies the numerical implementation and means

the the residuals Ji (Ti (t)) - f (t) contain much useful information about

the accuracy of the method. The Lagrangian (eq. 28) then becomes

.C 1/2 j{ [fi(t + 8i/2) - J(t)]2 + [h(t - 8i/2) - J(t)]2 + [h(t + 82/2) - J(t)]2

+ [f4(t - 82/2) - J(t)]2 + 'Y (d!~)r + 'Y ( d!;)r} dt (29)



where the dependence of c5i on time has been dropped. Solving this

variational problem is straightforward. The estimated field value f is

simply the average of the lagged measurements

If there is additional knowledge about the underlying field f this could

be incorporated here, but failing that the mean field can be eliminated.

The Euler-Lagrange equations for c5i are then

,J1 /i(3fi - h - h - f4)/4 - j2(3h - Ji - h - f4)/4 (31)

,J2 j3(3h - Ji - h - f4)/4 - j4(3f4 - Ji - h - h)/4 (32)

where each ]i is evaluated at the appropriate lagged time t± c5i. This

can be solved efficiently numerically using an implicit multi-grid scheme.

A rigorous analysis of these equations will not be given here, but an

indication of the nature of the solutions and the errors involved will be

briefly discussed. The reading at each sensor ]i(t) == f(xi -y(t)). Taylor

expanding each ]i in eq. 31 to lowest order about -y(t) gives

1/2(v · Vf)2c51 - 1/2L(v · V!)(x· Vf)

1/2(v · VJ)2c52 - 1/2L(v · Vf)(y · Vf)

(33)

(34)

where x1 - x2 == Lx and x3 - x4 == Ly. The equations for c5i are now

decoupled. letting g(t) == IVf (-y(t) )12, the signal power, and g(t)n(t) ==



VJ(-y(t)), the equation for 61 can then be written

.. g(v. n)2 [ (x· n)]
ch = 2,, 01 - L (v. 6.) . (35)

The right hand side of this vanishes when 61 == L/~::], which is precisely

the condition (neglecting acceleration) in eq. 7, that is the lag time for

the arrival of an edge with normal direction n travelling with velocity

v. Departures away from this value are governed by the size of g(~-~)
2
.

When this is large, 61 will closely match the lag. When it is smaller,

larger deviations will be allowed and 61 will be an average of this and be

approximately linear. This equation can be analysed by splitting up the

multiplier into its mean part and its varying part. If f is isotropic, then

g and n are independent, and n is distributed uniformly on the unit

circle. So defining a2(t) = E [ g(~~l
2

] = =s=-. which depends

only weakly on t through changes in v, and j3(t) == 9(~~
11
)
2

- a2. Eq. 35

becomes

(36)

The Greens function for the left hand side (that decays for large It!) is

-aJs-tJG(s, t)==-~, neglecting variation in a. So we can write

loo e-a(t)ls-tl
c51 (t) = _

00 2a (
8

) [Lg ( s) (X · 6. (s)) (v (s) · 6. (s)) - c51 (s) ,8 (s)] ds

(37)

This equation can be used to calculate the statistics of <h (t). It is mostly

easily understood in the frequency domain. The Fourier transform of

the Greens function is a2 / (a2 + w2), that is, it is a low pass filter with

cutoff frequency a. If the dominant frequencies in n(t) are above this



then they can be averaged to give

f (X) A ( ) A ( )X·VS X·VS<h(t) ~ a/2e-als-t1L--- ds s» L---
-oo v2 ( s) v2 (s)

(38)

The approximation for 82 is similar, so that up to terms in acceleration,

we have the same results as in eqs. 22 and 23, thus the velocity can be

estimated as

(39)

The above heuristic justification can be made precise and the errors

quantified, but the analysis is complicated and the brief discussion above

contains the salient features.

Though the analysis and implementation for the continuous method

described in eq. 28 are more complicated than for the traditional ap­

proach of calculating lags at fixed times using a fixed window there are

several important advantages of this approach.

l. The primary errors due to acceleration enter through the time scale

defined by the traverse size of the sensor L/v, not the window width

needed to calculate the cross correlation. The acceleration errors

will therefore be an order of magnitude smaller. The smoothing

needed to overcome the aperture effect acts as a low pass filter

removing high frequencies in the velocity, rather than introducing

bias. If there is prior information about the wavelengths in f (x),

for example if the particle size distribution is known, the regulari­

sation term ,J2 (equivalent to w2 in the frequency domain) can be

changed so as to produce any desired filter.



2. The effective smoothing width 1/a depends inversely on the signal

strength, so that velocity is automatically interpolated where the

signal is weak and errors are reduced where the signal is strong.

3. The cross correlation approach can fail by finding an incorrect

global maximum that is unrelated to the lag time (McElwaine and

Tiefenbacher, 2003), resulting in effectively infinite expected mean

squared error. The errors in this continuous approach will only in­

crease gradually as the signal degrades and the mean squared error

will always be finite until there is total lack of correlation.

4 Design Criteria for Sensors

The design of a sensor to calculate velocities depends on several factors.

In order to calculate velocities it is necessary to average over several

incident edges at different angles, but as the averaging time increases,

higher frequencies in velocity are filtered out. Thus maximum sensitiv­

ity will be achieved by considering the smallest wavelengths, Le, that

exist in the reflectance field f (x). This will be similar to the size of the

smallest particles. For the sensor elements to detect these wavelengths

the diameter of the elements should be the same or smaller. The area

of the element acts as a low-pass spatial filter, so in order to satisfy the

Nyquist criterion and prevent aliasing, the sensors spacing should be the

same. That is, there should be no gaps between the active parts of the

elements that are larger than the smallest wavelength. For flowing snow

the smallest particles may be less than l mm in size and it may not be

possible to build such a small sensor, though this might be achievable us-



ing fibre optic cables to connect to the photo-transistors. The sampling

frequency should also be chosen to satisfy the Nyquist requirement. The

highest frequencies that will be observed are re vmax/(d + Le), where

d is the diameter of the active part of a sensor element. (If the sensors

elements are not round this should be the smallest dimension through

the element centre). The sampling frequency should be chosen to be at

least twice this, but going much higher will add no further information.

The lag times can easily be calculated with super-resolution (accuracy

greater than the sampling frequency) by interpolating (over-sampling)

the signal. Finally if the flow has a preferred direction, such as parallel

to the ground it is best to orient this as shown in fig. 2, which is opti­

mised for horizontal or vertical directions. This has several advantages.

Most of the errors are minimised in this direction. The acceleration or

curvature can be calculated as the same part of the flow passes over

sensors at three different times. The spatial aliasing also depends on

the angle as it is less likely that particles will pass through the gaps.

Another countermeasure, if spatial aliasing cannot be prevented, is to

reduce this vertical dimension Ly as shown in fig. 3. This will reduces

most errors when lvx l > Ivy l, but increase errors when the velocity is

closer to vertical.

These design criteria can easily be summarised in terms of the power

spectrum (the energy at different wavelengths) of the reflectance field

f. Energy at wavelengths less than the averaging diameter d of each

photo-transistor is filtered out. Energy at wavelengths between d and

the sensors spacing L appears as noise. Energy at wavelength greater

than the spacing L is the useful signal energy. Since there are also



fixed sources of error, the maximum signal to noise ratio is obtained by

having d == L == Lc/2. The sampling frequency needs to be at least

2Lc/v. For laboratory chute experiments with snow Le ~ l mm and

v < 10 m-1, so that the sampling frequency should be around 20 KHz

and the sensors l mm in size. For a real snow avalanche the sampling

frequency would need to be higher - around 50 kHz. Photo-transistors

are generally larger than l mm, but by using fibre optic cables, or a eccl

chip rather than photo-transistors, it should be possible to build such

a sensor. If existing sensors are to be used the best choice would be to

mount four photo-transistors as close together as possible, perhaps with

a defocussing lens in order to spatial average over the sensor spacing L.

5 Conclusions

There are many possible sources of error in calculating velocities from

opto-electronic sensors. This paper has described how the careful design

of such instruments and analysis procedures can reduce and quantify the

errors. Further improvements could be made by investigating in detail

the nature of the reflectance field f (x) and constructing a parametric

model that incorporates information such as the particle size distribu­

tion. In a flow of identical granular particles this would be straight­

forward and estimates of the local flow density could easily be made,

by reducing the smoothing , and calculating individual normal veloc­

ities and angles, rather than attempting to find the velocity averaged

over several particles and orientations. Using a sensor with five elements

would allow the curvature and size of the particles also to be reliably



estimated, which would be important for a more complicated material

such as snow when the sizes are not known.
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Fig. l: Schematic of a four element sensor with a straight edge



(
Lx

Fig. 2: Schematic of a symmetric four element sensor, where L= Lx =
Ly and the elements are diameter d



Fig. 3: Schematic of an asymmetric four element sensor, optimised for
horizontal flow



Experiments with granular materials at Pavia chutes

M. Barbolini and M. Pagliardi 2003

l. INTRODUCTION

A series of experiments with granular material have been carried out at the laboratory chutes of the
Hydraulic and Environmental Engineering Department of the University of Pavia (Italy). The aim
of such experiments was to investigate - using high-speed camera recordings - the internal
properties of fast moving granular flows (velocity, granular temperature and concentration profiles).
The experimental set-up and the measurements techniques are described at §'s 2 and 3, respectively;
the results are presented at § 4., in two distinct sections: (i) flow over smooth bed; (ii) flow over
rough bed.

2. EXPERIMENT SET-UP

2.1 Chute

The channel (see Figure l) has rectangular shape and is 35 cm wide and 6 m long, with a constant
slope which can vary from 0° up to about 45°. The bed of the channel is metallic and the lateral
walls (50 cm high) are made of Plexiglas. A pneumatic gate is installed at the beginning of the
channel. The reservoir is 0.8 m long, has a volume of about 0.15 m3

, and must be loaded manually.

Section shape Rectangular
Length 6m
Width 35 cm
Height of the lateral walls 50cm
Roughness with water N==I (Manning)

Table l - Meanfeatures ofthe chute





Figure l - View ofthe experimental chute
In the experiments the inclination of the chute was set to 30°, and was held fixed. The video­
recordings were made in a window located about 4.5 meters downstream from the release gate (see
figure 2 and 7).

observed reach

reservoir

l

Figure 2 - Side view ofthe chute, with indication of the recording area



In addition to the metallic bed (see § 4.1), in order to vary the frictional properties of the sliding
surface, we made up two rough surface that can be used as chute bed (see § 4.2): one was made
rough by gluing a layer of particles onto a board and the other using sand paper (n°60), Figure 3.

Figure 3 - Sandpaper bed (left) and gluedparticles bed (right)

2.2 High speed camera

Even though high-speed capture system exists from some time now, they are characterized by really
high costs of the hardware and software parts used to set-up the system. Our main aim was to build
a system with a frame rate that was higher than usual analogue cameras, but with a comparable cost.
We thought we could achieve this goal by using off-the-shelf components and avoiding, when
possible, special purpose parts that raise the cost of the system significantly. Moreover all the
software had to be open-source so it was easily adaptable to our needs and it carried no direct
additional costs.

The heart of the system is a progressive camera with digital interface made by Pulnix. It is capable
of a sustained rate of 30 million pixels per second that may be arranged into different frame-rates as
shown in table 2.

Width Height Frequency
Full height 640 480 120 Hz
Half height 640 198 240Hz

Quarter height 640 10 350 Hz

Table 2 -Tmage sizes andframefrequencies available

The camera has an electronic shutter able to manage exposure times from 60 s-1 up to 32'000s-1; for
this experiments we used a lens with a focal length of 14.5mm and Fl.4. In order to illuminate the
stage two photographic light, with the power of 1250 watt each one, has been used. In table 3 are
summarized the mean feature of the shots.

Frame width [pixel] 640
Frame high [pixel] 198

Definition 8 bit/ pixel
Movie length [s] 1.25

Frames/s 240
Frames/movie 300
Shutter speed 1/8000s

Table 3 - Meanfeature ofthe shot



2.3 Polyethylene beads.

To simulate the avalanche we used a granular material with a density similar to the water and size
sufficient to be recognized in the movie; particularly we employed high density polyethylene
(Eraclene) beads (see Figure 3), which main features are summarized in table 4. The beads are
similar to cylinders 3 mm wide and 2 mm high. For a better particles recognition we painted about
the 20% of these (see Figure 4).

F 4 G l t · l d . th tigure - ranu ar ma erza use zn e experzmen s
Size Diameter [mm] 2,3
Density p [g/cc] 0.88
Bulk concentration * [-] 0.7c
lAngle of repose ~ [o] 22.6

Table 4 Granular beadsfeatures

3. MEASUREMENT TECHNIQUES

3.1 Front celerity

The front celerity was measured using frontal video recordings (see Figure 5). Putting marks along
the chute (every 50 cm), and evaluating from the records the time the front needs to travel the
distance from a mark the successive one (lit) the front celerity (Vtr) may be simple evaluated as:

V _ 0,5
fr - lit (ml s) (l)



Figure 5 - Front view ofthe chute; the white marks on the bed are used to measurefrontposition
versus time, i.e. front celerity

3.2 Particle's speed and speed profiles

Using a high speed camera we obtained movies in which the paths of every bead are simply
recognizable (figure 6). Analysing two consecutive frames it is possible to extract the length
travelled by every single particle in 1/240 of second. In this way we obtained the particles speed
(and speed components) at a given position (see relations 2a-b), as well as speed profiles and
particles trajectories. A device used in the movie display program permits us to save the particle
position in a text file, but we have to recognize with the mouse each beads.

(x' -x'' )X= n n
2

Y= (y'n-Y"n)
2

(x' -x'' )V = n n
Xn (1/240)

V = (y'n-y"J
Yn (l/240)

(2a)

(2b)



Figure 6 - Particle path in two consecutiveframes.

In order to frame more easily the flow a mask with a metric graduation, shown in figure 7, was
stuck on the chute wall (see also figure 2).

® @

® 120x40 mm ®

Figure 7 - Metric guide mask

To mediate the measurement errors a large number of particles had been considered inside the mask
for each frame, as well as e large number of frames; furthermore each experiment has been replayed
five times to be validated.

We didn't take in account the transversal component of the speed, so far; for the future, we intend to
do some experiments for evaluating also this component, shooting the flow from the top of the
chute.

3.3 Volumetric concentration

Behaviour of granular flows depends also from concentration, so it's important to know its
evolution during the flow. Many authors proposed methods to evaluate the concentration by digital
image analysis techniques and also we are working in this direction. At the moment, using manual
methods, the simplest way of obtaining estimates for volumetric concentration is to subdivide the



viewing area into arbitrary spatial partitions (see Figure 8) and then to count the number particle ni
falling in each box. The concentration in a given box can then be evaluated as:

n. ·C*
c==-1 -

nb
(3)

where ni, is the estimated number of particle in the box at the bulk density condition, and c* is the
bulk density. According to this method, the density has been calculated as the average of the density
values relative to the same sequence of frames used to measure the velocity profiles.

2 3 4 5 6 7 8

A

B

c
D

Figure 8 - Boxes used to calculate the volumetric concentration

Knowing speed and concentration profiles we are able to estimate also the flow rate as follows:

N

Q == h -0,35 · p·Lei ·vi
1=1

(4)

where h is the height of the boxes (0,35 is the width of the channel), p is the polyethylene density
and ei and vi the average volumetric concentration and velocity at the considered depth. The flow
rate Q given by (4) is expressed in kg s-1•

4. RESULTS

4.1 Flow over smooth surface (metallic bed)

4.1.1 Froude number

The experiments were designed so that the granular flow could have a Froude number of the same
order ofmagnitude as for a natural snow avalanche (i.e. 5 to l 0). The Froude number is defined in
terms of flow velocity (u) flow depth (h) and gravitational acceleration (g) as follows:



u
Fr==--Jih (5)

It represents the square root of the ratio of kinetic energy of the current to the potential energy of
the flow. The Froude number of the experiments with smooth bed was approximately in the range:
Fr s: 5-;- 7 (depending on the considered part of the flow, see§ 4.1.3).

4.1.2 Front celerity

We made two frontal shots of the whole chute for two experiments, in order to measure the front
celerity (figure 9). The two experiments show a good reproducibility. After an initial acceleration
phase, about 2,5 m downstream the opening gate (about 0,8 second from the initiation of the flow)
the front attain a constant speed, approximately equal to 3,75 mis (dotted line in Figure 9).
Therefore, at the observation reach, 4.5 down the top of the chute (see figure 2), the flow has
already attained its terminal velocity.

Front position versus time

4.5 -+-------------------------------t

4 -+------------------------------<--=-_, -----,

3.5 -+-----------------------------✓--------t

I 2.5 -+-----------------,,,--=--✓-------------t
~

2 +------------------11,,.,~~/------------------t

1.5 +-----------=a----r-----------------------1

=
0.5 ___,

0 -----...--------,------,-------.-------,--------,--------1

♦ data l

■ data 2
- - - V=3.75 mis

0 0.2 0.4 0.6 t [s] 0.8 1.2 1.4

Figure 9 - Frontposition versus time

4.1. 3 Flow features

The movies show that into the same flow, for a fixed section, coexist (at least) two different stages
of motion with distinct characteristics in term of velocity, depth and concentration. In particular the
initial part of the flow (what we call the "front") is represented by a very dispersed material, with
particles having large mean free path and relatively few collisions, so that the flow shows a saltating
behaviour over all the depth and the interface between the moving material and the surrounding air
is not easily recognisable (Figure l 0). This phase of flow takes about 0, 15 second. After that, the
flow exhibit a progressive transition (that takes about 0,15 seconds) to a regime where the material
comes to an increased packing, reduced mean free path and increased number of collisions. This
phase ofmotion, that we call the "body" (see Figure 10), is the main one, takes the majority of time



(about 0,7 seconds) and shows steady flow conditions. During the flow of the body few saltating
particles can be observed, and the interface between the moving material and the surrounding air
can be easily recognised. After the passage of the body (approximately after one second since the
beginning of the flow) the flow ends up with a tail showing progressively reduced flow depth and
velocity.

Front

[ t=O - 0 .15 s ]

Body

[t= 0.3 - l s]

Figure l O - Distinctphases ofmotion

We made measurements of velocity and concentration for the front and the body, because they are
the ones we thought more representative. The measurements were taken in a temporal lapse of
0.042 seconds, equivalent to ten frames.

4.1.4 Velocity profiles

According to the methods described at§ 3.2 (equations 2), we have determined the velocity profiles
for either the "front" and the "body" of the flow. The results are displayed in Figure 11. For both the
two flow phases a slip velocity at the bottom of the flow was obtained, approximately 1,5 mis and
3,25 mis for the body and the front of the flow, respectively. Maximum velocity are reached at the
flow surface in both cases, and are about 2,25 mis and 3,5 mis for the body and the front of the
flow, respectively. The body shows a velocity profile that can be fitted fairly well by a second order
polynomial, with a shear rate that is decreasing from the bottom to the top of the flow; conversely,
in the front the velocity is more or less constant over all the flow depth. The error bars in Figure 11
represents the standard deviation in the velocity distribution; they should be considered more as a
scattering of the measured values rather than a true error. It is interesting notice that standard
deviation is higher at the front, were the particle velocities seems to be more random; an
explanation of that comes out from the granular temperature theory.
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Figure 11 - Velocityprofiles

In Figure 12 is presented a comparison of our experimental profile of velocity, obtained with dry
granular material, with velocity profiles measured in experiments with snow carried out at different
scale: (i) chute scale (Bouchet et al., 2003); (ii) small avalanches (Dent, 1998); (iii) full-scale
avalanche (Gubler, 1996). For sake of comparison the diffewrent velocity prtofiles are rescaled
accoding to maximum flo depth and maximum velocity. The agfreement appears quite incouraging.
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Figure 12 - Comparison between normalised velocity profiles, obtained in experimentsat different
scales and using different materials

4.1.5 Granular temperature profiles



Some physical similarities between granular flows and gases has led to adapt kinetic theories to
granular materials; in particular, the analogy among the random motion of grains and molecules is
so strong that it is possible to define a "granular temperature" according to the kinetic theory of
gases. According to Ogawa (1978), which first introduced the concept of granular temperature, the
velocity of each particle may be decomposed into the sum of a mean velocity and a random
component, taking into account for the relative motion of the particle compared with the mean
velocity of the flow. This random component is similar to the "thermal temperature" in the kinetic
theory of gases, and can be written as:

(6)

where u, and vi are the horizontal and vertical velocity of the r particle and ; and ~ are the
horizontal and vertical average velocity of the flow. In figure 13 is represented the granular
temperature measured in our experiments, including the distinction between the two phases of
motion previously identified ("front" and "body", respectively, see § 4.1.3).
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Figure 13 - Granular temperature profiles

Campbell (1990) describes two distinct mechanisms of granular temperature generation. The first,
referred to as "collisional temperature generation", is a by product of interpalticle collisions in the
sense the two colliding particle will have a resultant velocities depending not only on their initial
velocities, but also on the type of collision they experience, therefore will contain apparently
random velocities. The second mode of temperature generation, referred to as "streaming
temperature generation", is a product of the velocity gradient because the temperature is
proportional to the difference between the local velocity and the mean one.

From our experiments results that:



• the "front" has a uniform velocity distribution, similar to a plug flow, and the granular
temperature is almost constant all over the depth and is mostly generated from the collision
between the particles.

• the "body" has a clear velocity gradient and the granular temperature is proportional to that
except for the upper layer, where even if the velocity gradient is decreasing the granular
temperature raises again; this can be partly explained by the fact that close to the free surface of
the body, the grains show a saltating behaviour and generate flow condition similar to the one in
the front of the flow, therefore also the granular temperature accords to that flow condition.

4.1. 4 Concentration profiles

According to the methods described at § 3.3 (equations 3), we have determined the concentration
profiles for either the "front" and the "body" of the flow. The results are displayed in Figure 14 .
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It can be observed that, as expected, the concentration in the front is lower than in the body of the
flow. Furthermore, whereas in the body the concentration goes to zero above 3 cm, in the front we
have a non-null value of concentration (even if small) also between 3 and 4 cm, due to few particles
suspended at the top of the flow that results in higher flow depth for the front. In the front the
concentration decrease progressively from about 0, 15 at the bottom of flow to zero at the top of the
flow. Conversely in the body of flow we have a concentration approximately constant in the first
two centimetres of the flow, set to a value of about 0,3 (that means a value that is well below the
one - that is 0,5 -considered to be a threshold for transition from a collisional regime to a frictional
regime); at the top layer of the body, which is basically a saltation layer, the concentration decreases
abruptly to about 0,05.

4.2 Flow over rough surfaces



The same experiment as to one described at § 4.1 was made covering the chute bed with sand paper
n°60 (see Figure 15). In this case at the recording section (see Figure 2) the flow continues to vary
without get to a steady flow condition.

Figure 15 - View ofthe chute covered with sandpaper in the area ofthe recording section (up to
about l meter upstream)

In order to trace the velocity profiles we fixed six instants in which measure the speed profiles
(table 5). As shown in figure 16 the speed and the speed profile change all over the flow. The
condition at the bottom of the flow, as the front travel trough the recording area, present a slip
condition (see profile n. l in Figure 16). The slip velocity then decreases up to reach a no-slip
condition at the bottom (see profile n. 2, 3 and 4 in Figure 16); then deposition of granular material
starts (see profile n. 5 and 6 in Figure 16). From the speed profiles of Figure 16 it is possible to
calculate the deposit rate, estimated roughly in 2-3 cm/s. It is interesting to observe that when the
flow change the bottom condition from slip to no-slip (profile n. 2 and n. 3 respectively, Figure 16),
also the shape of the velocity profile in the lower part change from concave to convex.

n. of profile l 2 3 4 5 6
frame 0 25 75 125 175 250
t [s] 0.00 0.10 0.31 0.52 0.73 1.04

Table 5 - Instant at which speedprofiles have been measured (the n. ofprofiles refer to those in
Figure 16 and 17)

Also in this case we traced the granular temperature profiles, shown in figure 17. Except for the
profile n. "l", the granular temperature seems to be mainly produced by the "streaming temperature
generation", and is therefore proportional to the velocity gradient. Increase of granular temperature



at the top of the flow is observed, according to saltation of particles in that zone and to what found
in Figure 13 for the smooth bed case. Using the sand paper bed, the granular temperature appears to
be higher than in the case with the metallic bed, excluding the cases where a no-slip condition at the
bottom is observed. As expected, in the area where deposition of granular material occurs the
granular temperature approximate to a null value.
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Figure 16 -Average speedprofiles: the number in the legend refers to those in table 5
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According to the methods described at § 3.3, also for these type of flow we have determined the
concentration profiles; given the unsteady features of the flow, we have done it for different instant
of motion, as shown in Figure 18.

Concentration profiles
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Figure 18 - Volumetric concentration profiles: the number in the legend indicate theframe to which
theprofiles refer (see also table 5)

It is interesting to observe that at the bottom of the flow, passing from a slip to a non-slip condition,
the concentration increases, and overcome the threshold indicative of a transition from collisional to
frictional flow regime - that is abut 0,5. In particular, in the part of flow where deposition has
occurred the volumetric concentration is close to the one ofmaximum particles packing.

5. OUTLOOK

The experiments carried out at Pavia chutes in the first year of SATSIE project gave promising
results, and the technique based on high-speed recordings seems to be able to properly investigate
crucial flow properties such as velocity, concentration and granular temperature profiles, as well as
to better understand the ongoing processes in rapid granular flows. Next year these experiments will
be continued, varying the chute slope and the granular material type. Furthermore, similar
experiments on the longer chutes will be started, using two reaches with different inclinations, in
order to study also flow regime transition processes. Beside experiments on flows over smooth and
rough bed, also investigations on erosive flow were started; such experiments are presently in
progress and the first result under analysis. Such investigations will be carried out in the next year
of project as well.
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Abstract

We report on a series of laboratory experiments to study the deflecting and retarding
effect of avalanche defence measures. We find that incompressible, shallow-layer shock
dynamics can be used to describe the interaction of high Froude number, steady, dense,
granular flows with obstacles, such as deflecting and catching dams. Stationary, oblique
shocks are formed in the interaction of the flows with deflecting dams, while a travelling
bore is formed upstream of a catching dam when none of the flow over-tops the dam. As
the height of the dam is lowered compared with the depth of the approaching flow, the
bore slows down and finally the flow jumps ballistically over the dam and a shock is not
formed upstream of the dam.
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l Introduction

The traditional design of dams used to defect or stop dense snow avalanches has been based
on simple considerations of the energy of a small part of the fbw or the run-up of a point-mass
on the upstream facing, sloping side of a defecting or a catching dam (Irgens et al., 1998).
McClung and Mears (1995) consider the run-up onto a catching dam and by accounting for
the pressures in the fbw, conclude that the point mass theory underestimates the run-up by
a factor of two. Both of the approaches, however, may be too idealised. Chu et al. (1995)
have performed small-scale experiments and tested the theory ofMcClung and Mears against
their observations. Both theories suggest that energy is lost in the impact of the current with
the dam and McClung and Mears hypothesise that the fbw loses the normal component of
its approach velocity in the interaction. A fundamental difficulty with the point-mass view of
the impact of an avalanche on a defecting dam is caused by the finite width of the avalanche,
since the lateral interaction of different parts of the avalanche is ignored. The point-mass
trajectories corresponding to different lateral parts of the avalanche must intersect as already
defected material on its way down the dam side meets with material heading towards the dam
farther down. The effect of this interaction on the run-up cannot be studied easily using a
point-mass consideration and a more complete physical description of lateral interaction in
the impact process must be developed.

More recent chute experiments and theoretical analysis (Tai et al., 2001, and Gray et al.,
2003) suggest a different fbw behaviour in the impact of dense supercritical granular fbw
with obstacles. The experiments indicate that a shock (or a jump) is formed upstream of an
obstacle and in the direction normal to the shock, a jump from a supercritical fbw state to a
subcritical one occurs which may be modelled by 'shallow-water' jump conditions, see for
example (Whitham, 1999). Observations of two natural, snow avalanches hitting defecting
dams above the village Flateyri in western Iceland (Johannesson, 200 l) reveal the same phe­
nomena as these laboratory experiments. The avalanche debris that was left behind showed
that the impact had channelised a part of, or the whole of the width of both the avalanches
into thicker streams, travelling parallel to the dam and thereby increased the run-out of the
avalanches signifi cantly. These observations suggest that a shock was formed near the dams
in the interaction.

The fundamental difference between the theoretical approaches described above indicates
that further investigations of the behaviour of granular fbws interacting with dams are needed.
Such studies provide a better understanding of the dynamics of the fbws. Small-scale labo­
ratory experiments, larger-scale experiments with snow as well as observations of natural
avalanches that hit dams are needed as a part of such investigations.

Three sets of experiments in small-scale laboratory chutes are described in this report.
The experiments involve supercritical, dry, dense, granular fbws, short and long in duration,
on steep slopes and supercritical fbw of water on shallow slopes. The experiments were
scaled with the internal Froude number of the fbws, Fr == u/ #n, where u is the fbw
speed, g* == g cos f is the component of the gravitational acceleration perpendicular to a
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slope inclined at an angle ~ to the horizontal and h is the depth of the fbw. The Froude
numbers of the fbws were in range of 5-15. The experiments at the lower Froude numbers
are comparable with experimental results of fbws interacting with dams reported by Gray et
al. (2003). Those can then be compared with the higher Froude number fbws in order to draw
conclusions about the expected fbw behaviour in the interaction ofthe dense core ofa natural,
dry-snow avalanche with dams.

The dense core of a natural, dry-snow avalanche has a Froude number of the order l 0
(Hopfinger, 1983 and Issler, 2003). The compressibility of the dense core, characterised by
the Mach number of the fbw, Ma, is not well understood (Issler, 2003). The Mach number
represents the ratio between the fbw speed and the speed ofpressure disturbances in the fbw
(speed of sound in the fbw, c), Ma == u/c. In relatively incompressible and shallow free
surface fbws, pressure disturbances travel as gravity waves on the free surface of the fbw
with a speed of vgh, and the fbw is characterised by the Froude number. The shock angle of
the avalanche that was partly channelised by the defecting dam in Flateyri was small and the
channelised part of the shock was considerably thicker than the undisturbed part of the fbw.
The increased fbw depth of the shock indicates that the dense core of the avalanche was not
highly compressible and the small shock angle is consistent with a high Froude number fbw
(Fr1 r-v 10). We therefore study the behaviour of the dense core by analogy with high Froude
number, incompressible fbws, though that may not apply to all natural, dry-snow avalanches.

The report starts with a short review and discussion of incompressible, shallow-layer shock
dynamics, needed to explain the experimental results (§ 2), followed by a description of the
three experimental series. The first series (§ 3) involves an initial set of experiments of gran­
ular fbws at Froude numbers of the order l 0, conducted to identify the fbw behaviour in the
interaction with a defecting dam. The avalanches in this series had a short fbw duration,
that is the length to depth ratio of the currents was approximately 200. The experimental
observations gave rise to questions that were addressed in the following two experimental
sets where avalanches with a longer fbw duration were used (a length to depth ratio of over
10000). Steady water experiments of fbws on shallow slopes with Froude numbers close to
5 are described in§ 4. They were designed to investigate how well the shallow-water model
and the jump conditions agreed with shallow-water experiments. The final set of experiments
is described in§ 5. The experiments involved steady granular fbws at three different Froude
numbers; 5, 12 and 14, linking the previous two experimental sets. The three experimental
sets are finally compared in § 6 and some general conclusions are drawn from the combined
experiments.
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2 Shock theory

One approach to modelling the interaction of an avalanche with a dam involves viewing the
avalanche motion as a stream of supercritical shallow-water that undergoes changes in :fbw
state (hydraulic jump) when interacting with dams. Jumps between :fbw states have been
observed experimentally with dense granular :fbws down channels (Savage, 1979) and as
a result of the interaction with catching and defecting dams in the laboratory (Gray et al.,
2003) and in nature when a snow avalanche ofvolume 105 m3 hit a defecting dam in Flateyri,
Iceland, in 1999 (Johannesson, 200 l).

The description of the interaction between granular :fbw and an obstacle in terms of the
dynamics of shallow-water :fbw involves a dramatic simplification of the physical processes
that may not provide an accurate description of :fbws of natural snow avalanches. The theory
is developed below in considerable detail in order to provide a consistent framework for the
interpretation of the experiments that have been carried out. Deviations from the predictions
of this theory can then provide a starting point for a more realistic theoretical description.

2.1 Classical hydraulic jump

? 7 ?1? ? ? / ? ? ? ? ? ? ? 1? / ;:> ?
l

l

b,.[

Figure l: Schematic diagram of a classical hydraulic jump.

Hydraulic jumps are regions where shallow-water :fbws change from a supercritical to
a subcritical state and thereby dissipate mechanical energy. The transition between the two
states does not occur abruptly, but rather over a finite length, !},.l, illustrated in Figure l,
hereafter referred to as the 'transition zone'.

The characteristics of the hydraulic jump are highly dependent on the Froude number of
the approaching :fbw, Fr 1. Hager (1992) classifies hydraulic jumps according to the magni­
tude of Fr1 as follows: The hydraulic jump is termed pre-jump for l. 7 < Fr1 < 2.5. A series
of small rollers develop on the surface for Fr1 rv l.7, and are slightly intensified for increas­
ing Froude numbers. The water surface is quite smooth, and the velocity distribution in the
tailwater is fairly uniform. Transition jumps correspond to Froude numbers between 2.5 and
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4.5. This type ofjump has a pulsating action. The entering jet oscillates heavily from the bot­
tom to the surface. Each oscillation produces a large wave of an irregular period. Jumps for
4.5 < Fr1 < 9 are stabilised jumps with the since they have a limited tailwater wave action, a
relatively high energy dissipation, and a compact and stable appearance. For extremely high
speed fbws at Froude numbers above 9, the high velocity jet is no longer able to remain near
the underlying boundary. Slugs ofwater rolling down the front face of the jump intermittently
fall into the high-velocity jet and generate additional tailwater waves. The surface of the jump
is usually very rough and contains a considerable amount of spray.

According to the classical analysis of two-dimensional hydraulic jumps of a fliid with
isotropic, hydrostatic pressure distributions, mass and momentum fuxes are conserved across
the jump but mechanical energy is dissipated, see e.g. (Whitham, 1999). The analysis de­
scribes the conditions on either side of the transition zone but does not resolve the complicated
three-dimensional structure of the transition zone. Jump brackets, [ ], are commonly used to
indicate differences in fbw states upstream and downstream of the jump. The conservation of
mass and momentum fuxes across the stationary jump in Figure l can be written as

[uhp]
[hpu2 + tg*ph2]

2.2 Normal shocks: Catching dams

0,

0. (l)

Figure 2: Schematic diagram of a two-dimensional bore travelling upstream from a catching
dam.

When supercrtitical fbw passes over an obstacle that is high enough so that the fbw state
changes to a subcritical state, fhid starts to pile up upstream of the obstacle. The transition
between a supercritical fbw and a subcritical fbw is accomplished in a hydraulic jump, as
mentioned above. Figure 2 shows a hydraulic or a granular jump formed when the approach­
ing fbw hits a catching dam. A bore travels upstream from the dam and the dam is higher
than the depth of the bore. By choosing a reference frame travelling with the bore at speed U
to the left, conservation ofmass- and momentum fuxes across the jump becomes

(2)

(3)
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where g* == g is the acceleration due to gravity and p is the density of the fbw. For incom­
pressible jumps, such as hydraulic jumps, p1 == p2. For granular materials we expect, on the
other hand, the stationary material downstream of a jump to be somewhat more closely packed
than the dilated fbwing material implying p 2 > p1. An expression, relating the ratio of the
shock depth and the depth of the approaching stream to the Froude number of the oncoming
fbw and the density ratio, p 2/p1, is given by

(4)

The ratio, h2/h1, is plotted in Figure 3 (a) as a function of Fr1 for different density ratios.
Increased density difference lowers the height of the bore. The Froude number of the incoming
fbw can, furthermore, be obtained as a function of the ratio of the bore speed and the speed
of the approaching fbw and the density ratio

l+ 2U/u1 - (p2/P1 - l) (U/u1)2

2p2/P1 (l+ U/u1)
(5)

The function is plotted in Figure 3 (b) for different density ratios. We note that at high up­
stream Froude numbers, the bore speed is slow compared with the speed of the incoming fbw
and the increased density difference slows the bore down.

The same set of equations with g* == g cos f (the component of gravity normal to a slope
inclined at an angle ~ to the horizontal) may be used to describe fbw down an inclined plane,
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Figure 3: The ratio between the bore speed and the speed of the incoming fbw as a function of
the Froude number: The density ratios between l and 3 are chosen to correspond to possible
density ratios in snow avalanches. Issler (2003) suggests that the dense core of a fbwing dry­
snow avalanche has a density in the range p1 ==250-500 kg m3 while the density of avalanche
debris hardly exceeds p2 ==500-600 kg m3.
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Figure 4: Schematic diagram of a bore travelling up an inclined plane, away from a catching
dam, for material with different internal friction angles ¢.

interacting with a dam, when the internal friction angle of the stationary material is larger than
or equal to the slope angle, ¢ ~ l. This will be the case if the transition zone is thin enough
so that the component ofgravity along the slope (the additional accelerative term, g sin l) will
not affect the conservation ofmomentum fhx over the bore, see Figure 4. The free surface of
a stationary pile ofmaterial is stable at angles up to the internal friction angle ofthe stationary
pile, this angle is also termed the angle of repose of the material, ¢. The free surface of the
stationary material downstream of the shock is therefore stable at the slope angle ~ if¢ ~ l
and arrests on the slope downstream of the bore with the surface inclined at l. That implies
that the depth of the stationary material in front of the dam is h2 everywhere. In the case of
material with ¢ < l (¢ == 0 for fhids), the stationary material (fhid) arrests on the slope
downstream of the bore with the free surface inclined at the angle of repose and the depth of
the stationary material just in front of the dam, hd, increases the further upstream the bore
travels. The mass fhx, previously described by equation (2), needs to be adjusted in order to
account for the the redistribution of the mass that is stopped in front of the dam

a
u1h1p1 + at (p1h1x)

(u1 + U) h1P1 (6)

where x is the position of the front of the bore, b« == h2 + x tan (l - cp) and 8x/at == U.
As the height of the catching dam decreases relative to the depth of the approaching

stream, some :fbw will escape over the dam and reach a critical state at the top of the dam,
see e.g. (Gerhart et al., 1993), while a hydraulic/granular jump is still present upstream of
the dam, see Figure 5 (a). More of the :fbw escapes over the dam if the height of the dam is
decreased further and finally a bore can no longer be maintained upstream of the dam and the
:fbw jumps supercritically over the dam, as shown in Figure 5 (b).

The hydraulic/granular jump upstream of a dam with over:fbw, positioned on a slope in­
clined at an angle l with ¢ 2:: l can be calculated by considering the conservation ofmass and
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Figure 5: The top fi gure (a) is a schematic diagram of a granular jump formed upstream of a
dam, when supercritical fbw interacts with the dam, some of the fbw escapes over the dam.
The fbw over the dam is critical, Fr 3 == l, U > 0, cp 2: ( The bottom figure (b) shows
supercritical fbw jumping over a dam, U < 0.

momentum fhxes across the bore in a reference frame travelling with the bore

(7)

(8)

We have assumed that p1 == p2 == p3 for simplicity, since the fbw does not stop completely in
front of the dam and will therefore not be as closely packed as in the case of no over-topping.
Conservation of mass fux over the dam in a stationary frame of reference becomes

where (9)

by, for simplicity, assuming that the fbw is in a constant, uniform state downstream of the
jump, i.e. the downslope component of gravity is balanced by friction. The fbw goes through
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another transition of state as it passes over the dam. It is subcritical upstream of the dam and
supercritical downstream of the dam. We therefore fi nd that the fbw over the dam is critical,
leading to a fi nal constraint on the fbw:

which implies that (10)

In the case of material with ø < (, the free surface of the granular material is stable at the
angle of repose ifu2 is suffi ciently small and equation (9) becomes

(h2 + x tan (( - ¢)) u2 == h3u3 where h3 == h2 + x tan (( - cp) - H, (11)

and x is the distance from the front of the bore to the catching dam, see Figures 4 and 5 (a).
A hydraulic/granular jump can no longer be maintained upstream of the dam when the

computed speed of the bore becomes negative and the fbwjumps over the dam in a supercrit­
ical fbw state. The jet takes a ballistic trajectory over the dam as described by Håkonardottir
et al. (2003a and 2003b) for fbws with braking mounds and catching dams in which the
obstacles have a height comparable to the depth of the approaching fbw.

2.3 Oblique shocks: Defecting dams

Plan-view

u. == (u1,0)

ll2 == (U2 cos v, U2 sin-v)

ft == (- sin Ø, cos Ø)
§ == (cos Ø, sinØ)

Figure 6: Uniform fuid fbw hits a defecting dam at an angle , and a stationary, oblique
shock is formed at an angle Ø to the incoming fbw. Unit vectors normal and tangential to the
shock are denoted by ft ands. The fbw downstream of the shock is parallel to the dam.

Shock conditions can be formulated for fliid fbw hitting a defecting dam and forming
an oblique, stationary shock that is fbwing with a constant speed in a direction parallel to the
dam. These conditions can be obtained in most text books on gas dynamics, e.g. (Whitham,
1999), and adapted to shallow-water fbw. We assume that p 1 == p2 in the granular fbw, since
the fbw on both sides of the shock is in a dilated fbwing state. The conservation ofmass fhx
across the jump takes the form

[hu· ft] == 0,

which leads to
(12)
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Conservation of momentum fhx across the jump can be written as

which in the directions normal and tangential to the shock becomes

ig*h~ + h2u~sin2 (/3- -y)

h2u~ sin (/3 - ,) cos (/3 - r)

!g*h2 + h u2 sin2 /3
2 l l l ,

h1 Ui sin /3 cos /3.
(13)

(14)

Equation (14) together with (12) implies that the speed along the shock must be continuous

By solving (12), (13) and (14) for a given incoming speed and fbw depth, the outgoing fbw
speed and depth can be calculated along with the oblique shock angle, /3. An expression,
relating the shock angle to the known fbw parameters (the Froude number of the fbw and the
defecting angle of the dam) is given by

l
Fr1 == -:--/3sm

tan /3 ( tan /3 )
2 tan (/3 - ')') tan (/3 - ')') + 1 ·

(15)

For a given Froude number and a given defecting angle, there are two possible shock angles.
The smaller angle corresponds to a weak shock and the larger one to a strong shock. As , -t 0
the weak shock tends to f3 == sin-1 (1/Fr1) and the strong shock tends to a normal shock, for
which f3 == 90°. The :fbw speed downstream of a weak shock is nearly always supersonic,
while the speed becomes subsonic through a strong shock. We restrict our discussion to weak
shocks since those are the ones that usually occur in practice. Using equation (15), we plot
the behaviour of the shock angle relative to the dam as a function of the Froude number for
constant defecting angles in Figure 7 (a) and as a function of the defecting angle for constant
Froude numbers in Figure 7 (b). The plots indicate that the shock angle is highly dependent
upon the Froude number of the fbw and becomes smaller with increasing Froude number.
We furthermore note that for high Froude numbers, the shock angle is relatively independent
of the defecting angle of the dams. The ratio between the shock height and the depth of
the approaching stream is plotted as a function of the Froude number for constant defecting
angles in Figure 7 (c) and as a function of the defecting angle for constant Froude numbers in
Figure 7 (d). The plots show that the shock depth increases with increasing defecting angles
and Froude numbers.

In this analysis, the pressure in the granular material has been assumed to be hydrostatic
and isotropic. There is a debate in the granular fbw literature about whether the assumption
of an isotropic pressure field is appropriate for granular fbws such as snow avalanches. For
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Figure 7: The shock angle relative to the defecting dam plotted: (a) as a function of the Froude
number for constant defecting angles and (b) as a function of the defecting angle for constant
Froude numbers. The shock height non-dimensionalised by the depth of the approaching tbw
plotted: (c) as a function of the Froude number for constant defecting angles and (d) as a
function of the defecting angle for constant Froude numbers.

example, Savage and Hutter (1989) link the components of the pressure field parallel with and
normal to the slope, Pxx and Pzz, through an earth pressure coefficient, defined by

K== Pxx.
Pzz

Values of the earth pressure coeffi cient may be derived assuming a Mohr-Coulomb plastic
behaviour for the cohesionless yield on the basal sliding surface,

K == { Kact for
Kpass for

au/ax> 0,
au/ax< 0,

with
Kact/pass = 2 ( l =f Ji - cos2 Ø/ cos2 8) sec2 ¢ - l,
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where ¢ is the internal friction angle of the granular material and µ == tan c5 is the dynamic
friction coeffi cient at the bed. If the jump conditions (l) are implemented with anisotropic
pressure, then the conservation of momentum flix across the bore becomes

[ 2 l * 2]hpu + 2,Kpassg ph = 0.

Gray et al. (2003) and Pouliquen and Forterre (2002) treat the pressure in granular fbws
as isotropic and hydrostatic and obtain better agreement with the experimental results than
when using an earth pressure coeffi cient. Gray et al. also argue that the discontinuity in
the pressure, introduced through the earth pressure coeffi cient, is unphysical and should lead
to a discontinuity in the fbw depth. They base their theoretical model on older models of
avalanches, developed by Russian scientists, see e.g. (Eglit, 1983), where direct analogy is
made between granular avalanches and shallow-water fbws.

(16)
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3 Laboratory experiments of short duration,
steady granular fbws interacting with defecting dams

The experiments were designed to study the defection of high Froude number granular fbw
by a dam and to compare the fbw behaviour in the interaction with the dam with the point
mass theory and the shallow-water theory, described in § 2. The necessary height of a de­
fecting dam at a constant defecting angle, needed to fully defect the oncoming fbw, was
quantifi ed and the fbw behaviour if some of the :fbw escaped over the dam was studied.

3.1 Experimental setup and design
The experiments were performed on a 6 m long wooden chute consisting of two straight sec­
tions, one inclined at 38° to the horizontal and the other one horizontal, see Figure 3.1. The
sections were connected by a thin plywood sheet, positioned 2.32 m downslope from the gate,
to obtain a smooth transition between the sections. The chute had 0.20 m high side walls made
of perspex to allow for recording from the sides.

The defecting dams were constructed of plywood and positioned at the upper section of
the chute, 1.69 m downslope from the gate perpendicular to the base of the chute, at five
different defecting angles to the fbw; 'r= 8 °, 15°, 24°, 32° and 44°, see Figure 8. The dams
had a fbw depth to dam height ratio from l to 20, or up to the dam height needed to fully
defect the fbw for each defecting angle.

The experiments were designed so that the granular current had an internal Froude number
of the order l 0. Glass beads (ballotini) ofmean size 90 µm, density 2500 kg m" (bulk density
of 1600 kg m-3) and an approximately spherical shape were used. In each experiment, 6 kg
of particles were released from the top of the chute by the rapid opening of a lock gate. The
interaction between the fbw and the defecting dams was recorded from above and from the
side with two video cameras. The evolution of the depth profi le on the defecting dams was
measured by analysing the side-view video footage of the experiments. The angles of the
defected and the overfbwing parts of the stream to the defecting dam were analysed from
the video footage provided by the camera that was positioned above the dams. The run-out
length and distribution of the deposited particles were also measured.

The speed of the fbw in front of the dams was measured over a length of 0.40 m by
tracking the first front of the fbw and tracer particles for interior speeds. The maximum fbw
depth was measured by fixing a gate in the fbw path at a known distance from the base of the
chute. The distance of the gate from the chute was then increased systematically until all of
the current fbwed under the gate without touching it.

18



(a)

~
38° Camera l

-.2- -o
l

0.975m

3.10m

L== 0.325m (b)

Perspex

Camera 2
/

0
~

Curved sheet

1.52m

Figure 8: Schematic diagrams of the experimental chute, (a) shows a side-view of the chute
and (b) a plan-view of the chute section next to the defecting dam. The run-out zone starts
were the slope angle changes, at the curved sheet. The channelled section of the chute is
approximately 1.70 m long, measured from the lock gate.

3.2 Flow description
The :fbw quickly reached a terminal velocity on the upper section of the chute and fbwed
down the chute with a constant speed and a constant depth. The head of the fbw was
about 0.50 m long, 0.04 m thick and had a speed of (3. 7 ± 0.8) m s-1. It was very dilute
(it could be seen through when looked at from above) and turbulent, with eddies suspending
the glass beads. The :fbw immediately following was much denser with a constant depth of
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Figure 9: Flow speeds plotted as a function of time for experiments number (i) 83 to (iv) 86.
The speed was measured at a fixed position, in front of the defecting dams.
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(0.009 ± 0.001) m and speed of (3.5 ± 0.1) ms-1, resulting in a Froude number of 13. The
dense fbw phase was maintained for 0.6 s, so the fbw was roughly 2.1 m long. This fbw
phase will be referred to as the steady fbw phase. The fbw rapidly thinned and slowed down
after that, see Figure 9.

During the experimental period the particles changed slightly in character, leading to in­
creased mobility of the fbw. The run-out lengthened linearly by approximately 5% during
the period, measured from the start of the run-out zone. The front speed of the fbw was also
found to increase linearly through the experimental period, see Figure l 0. The interior speeds
(the speed of the steady fbw phase) were only measured at the end of the experimental pe­
riod. It was thus assumed that the steady interior speed increased throughout the experimental
period in the same fashion as the front speed, but with a 0.2 m s-1 lower speed as Figure 9 sug­
gests. A summary with the exact values of the interior speeds that were used for the different
defecting angles is given in Table l.

3.3 Results: Flow completely defected by the dams
The dilute first front splashed onto the defecting dam up to a similar height as the denser part
immediately following and forming a semi-steady profile on the dam. The width of the stream
fbwing along the dam increased downstream and finally formed a jet at the end of the dam in
a direction parallel with the dam. Figure 11 shows that the maximum run-up of the granular
avalanches on the dams grew with increasing defecting angles.

The effect of subjecting larger and smaller proportions of the avalanches to the defect-
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Figure l 0: The maximum run-out and the front speed plotted as a function of the sequential
number of the experiment performed (+) with a linear fit through the observations. The
maximum run-out was measured from the start of the run-out zone (the curved sheet).

80 100

,[o] No. u[ms-1]
8.0 ± 0.5 65 3.3
15.0 ± 0.5 60 3.3
24.0 ± 0.5 47 3.1
32.0 ± 0.5 39 3.0
44.0 ± 0.5 55 3.2
90.0 ± 0.1 11 2.7

Table l: The estimated interior speed of the fbw, u, during the steady fbw phase for the
different defecting angles.ry. The number of each experiment is denoted by No.

ing dams on the run-up on the dams (long and short dams) was examined for three different
defecting angles. Figure 12 shows a plot of the locus of the maximum run-up onto the de­
fecting dams for defecting dams covering different proportions ofthe width ofthe avalanche,
0.2 :s; l/L~ l.l, where L is the width of the avalanche and l is the defected width defined
in Figure 8. The maximum fbw depth along the dams was always reached after a distance
that was shorter than the length of the dams. Changing the length of the dams did therefore
not alter the maximum fbw depth in front of the dams. It was furthermore concluded that the
end of the dams, where the pressure suddenly drops, did not affect the run-up profiles on the
dams signifi cantly, which is consistent with the fbw being in a supercritical fbw state along
the dams.
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with the thickness of the incoming stream plotted as a function of the length along the dams
for the different defecting angles. The uncertainty in the non-dimensional run-up is estimated
±l due to the short duration of the steady fbw phase and an inaccuracy in drawing/visualising
the curves from the video recordings.
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3.3.1 Comparison with existing theories

The point mass model (PM), developed by Irgens et al. (1998), was used to calculate the path
of a point-mass along a defecting dam, assuming no loss of energy in the impact with the
dam. The Coulomb friction parameter in the model,µ, was taken to beµ == tan 6, where 6 is
the dynamic friction angle between the fbw and the base of the experimental chute which was
measured to be about 20°, implyingµ ~ 0.4. The dimensional coefficient representing turbu­
lent dissipation, M/D, can be determined from the steady state of the momentum equation,
see Irgens et al. (1998)

u2 == (M/D)g(sin(- µcos(). (17)

By substituting the measured, steady fbw speed and depth on the chute into equation (17) we
obtain M/D ~ 4 m. The physical range of these parameters for snow is discussed by Perla
(1980).

Figure 13 shows that for small defecting angles, the point mass model predicts the run-up
on the defecting dams well, but overshoots when the defecting angle increases. No parameter
values, within a reasonable physical limit of the two parameters, µ and M/D, could reproduce
all the observed curves at once. The reason might be that dissipation of the mechanical energy
of the fbw takes place when the current impacts the dams. The dissipation can be assumed to
increase with larger defecting angles as the velocity component normal to the dams increases.
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Figure 12: The non-dimensional run-up profiles of the avalanches on the defecting dams
plotted as a function of the length along the dams. The defecting dams covered different
proportions of the width of the avalanches, l/L (see Figure 8 for definition), between 0.2 and
1.1. The maximum run-up was reached during the steady fbw phase.

If that is the case, tilting of the dams should affect the dissipation and the run-up on the dams.
McClung and Mears (1995) account for internal pressure in the :fbw, which is neglected in the
point-mass theory. They find that the run-up onto catching dams becomes twice as high as the
point-mass theory predicts. The experiments reported here show the opposite, at least when
no additional dissipation is incorporated. McClung and Mears, furthermore, suggest that the
fbw should lose its velocity component normal to the dam in the impact. That implies that
there should not be run-up onto dams that have an upstream face normal to the slope on which
they are positioned and is therefore not in agreement with our experimental results. The point
mass theory developed by Irgens et al. and the more advanced theory by McClung and Mears
do not seem to capture the physics of the interaction correctly.
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Figure 13: Non-dimensional run-up profiles for granular fbws at Fr1 == 13. Each graph shows
the observed depth profile along the defecting dams, non-dimensionalised with the depth of
the approaching stream, for a fixed defecting angle, , (+). The theoretical non-dimensional
run-up of a point mass is shown with a solid curve and the theoretical non-dimensional shock
height with a dashed line.
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The granular fbw consists of a thin, dense layer of numerous interacting point masses
and can therefore be viewed to some approximation as a fuid or gas-like current. The fuws
are shallow, supercritical and not highly compressible, which gives rise to the possibility of
shocks in the fbw depth forming upstream of the dams (granular jumps) see the theoretical
overview in § 2. The shock height, h2, was calculated from the shallow-water jump condi­
tions, equations (12), (13), and (14), and is plotted in Figure 13 as a straight line. We see that
the observed run-up (+) is initially higher than the predicted shock height. The run-up then
decreases along the dams and the theoretically derived shock height predicts the run-up close
to the end of the defecting dams. By introducing an earth pressure coefficient, K, into the
jump conditions (equation (16)) the theoretical shock height is lowered, since Kact/pass > l,

and worse agreement with the experimental observations is obtained. The theoretical shock
angle is plotted in Figure 14 along with the observed widening of the stream along the defect­
ing dams for the different defecting angles.

The agreement of the shock theory with the experimental observations indicates that a
shock forms upstream of the defecting dams as is expected for supercritical fbw of incom­
pressible fuids interacting with defectors. What still remains unclear from these experiments
is why the fbw ran higher up on the dams than the jump conditions predicted and had a ten­
dency to tum over in a backwards rotating motion along the first 0.4-0.5 m of the dams. It
is also unclear whether gravity disturbs the shock formation or infuences the shock height
along the dams, since the experiments were conducted with steady fbws on a sloping surface,
whereas the theory was derived for fuid fbw on a horizontal plane where the fbw states on
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Figure 14: The shock angle relative to the dam, /3 - 1, plotted as a function of the defecting
angle, 1, for the theory (dashed line) and the experimental observations (+).
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both sides of the shock are constant. There is furthermore a possibility that friction at the side
of the dam affects the relatively narrow shock. The steady state fbw phase was also quite
short ( r-v 0.6 s) and one wondered whether the run-up onto the dams would develop further for
a longer steady fbw phase.

3.4 Results: Flow over-topping the dams

Flow

'

Figure 15: Plan-view of the experimental chute defining the overfuw angle, 0.

The over-topping of fbw interacting with defecting dams was investigated by measuring
the overfbw angle, 0, defined in Figure 15, during the steady fbw phase for dams of different
heights, H, and at different defecting angles, ,. When the defecting dams were not high
enough to fully defect the fbw, a part of the fbw over-topped the dams. The experiments
showed that for very low dams the current shot over the dams in a direction close to that of the
approaching stream, 0 ~ 0. The jets were then turned more in the direction of the defecting
dams as the dams became higher and the overfbw angle of the jets approached the defecting
angles of the dams as the height of the dams approached the height needed to fully defect
the current, i. e. 0 ➔ , for H ➔ h2, if a shock is formed upstream of the dams. This effect
is illustrated in Figure 16 where 0/, is plotted as a function of H/h2 for the five defecting
angles.
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4 Laboratory experiments of steady water fbws
interacting with detecting dams

Two series ofwater experiments were conducted to study how well shallow water shock theory
agreed with observations of rapid, shallow water :fbw.

4.1 Experimental setup and design

Figure 17: A photograph of the experimental setup for rapid :fbws of water. A steady stream
ofwater was supplied through 3 hoses and stored in a reservoir. The water :fbwed over a weir
and under a gate to minimise turbulence and wave action, and continued down a 0.2 m wide
perspex channel before finally hitting a defecting dam, also made of perspex. The defecting
dams were 0.3 m long and did never completely cover the width of the channel.

The experiments involved a steady stream of supercritical water :fbw down a 0.2 m wide
channel at a speed u1 and a depth h1. This stream hit a defbcting dam and formed a steady
hydraulic jump of height h2 with speed along the dam, u2, see Figure 17. The :fbw ended
up in a large tank that gradually filled during the experiments, since the draining system did
not fully cope with the fux of water into the tank. It was therefore necessary to split the
experiments into two series: one to measure the height of the hydraulic jump and another to
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measure the detecting angle. The depth profi les on the dams and the defbcting angles were
photographed with a digital camera, through the side of the dams and from above (Figure 18).
The depth profi les and shock angles were measured for water fbw on three different slopes,
inclined at 3°, 6° and 9° to the horizontal. The fbw speed, u 1, and depth, h1, upstream of the
dams were different for the different channel slopes, and consequently the oncoming fbw had
different Froude numbers in each of the three different experimental setups.

Figure 18: Photographs of stationary, oblique shocks of supercritical shallow water at Fr1 ==
4.5,, == 20° (first figure) and Fr== 7,, == 40° (second figure), looking up into the streams
along the defecting dam. The bottom photograph shows a close-up of the second photograph,
looking onto the side of the defecting dam. It can be observed that the fbw runs higher up on
the defecting dam at the start of the dam and then falls back on itself and the shock widens
and becomes thinner.
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4.2 Results
The incoming fbw speeds and depths along with the Froude numbers in the two experimental
series are summarised in Table 2. The first front of the fbws splashed up higher on the dams
than the steady hydraulic jumps. All of the experimental sets involved stabilised hydraulic
jumps (4.5 < Fr1 < 9) that are relatively free of wave action, apart from the experiments
on the 3° slope where the hydraulic jump is on the boundary of being a stabilised jump and
might be categorised as a transitional jump with pulsating action (Hager, 1992). The Reynolds
number is defined by Re == puh/µ, where p is density andµ is viscosity. In the experiments,
we find that Re is sufti ciently large that viscous effects may be neglected.

The run-up profiles along the dams are plotted in Figure 19. The fbw depth along the
dams was found to be nearly constant, for dams at, ~ 20°. For dams at the largest defecting
angles, 1 > 20°, there was a zone at the beginning of the dams with higher run-up and
overturning of the fbw. The fbw ran up, reached a maximum height and fell back upon the
oncoming stream in a rotating motion. The fbw depth in front of the dams was approximately
constant further along the dams.

A possible explanation for the higher run-up and overturning of the fbw at the beginning
of the dams lies in the fi nite width of the highly turbulent transition zone. The width of the
transition zone is denoted by ~l in Figure 20. The higher run-up occurs when the transition
zone intersects with the beginning of the dams. The turbulence in the transition zone pushes
the water higher up on the dams than the depth of the hydraulic jump along the dams. The
region along the dam where the dam and the transition zone intersect will be referred to as the
'adjustment region'. The length of the adjustment region should increase with firstly smaller
shock angles and secondly a wider transition zone. Figures 7 (a) and (b) show that the shock
angle decreases with increasing Froude number, and for Froude numbers above 5 the shock
angle is relatively independent ofthe defecting angle. There should therefore be an increase in
the length of the adjustment region with higher Froude number fbws. Furthermore, studies of
hydraulic jumps show that the transition zone widens as the shock height increases for Froude

Series ~ [o] u1 [ms-1] h1 [m] Fr1 Re
I 3 1.05 ± 0.05 0.00575 ± 0.00025 4.4 ± 0.3 6100

6 1.25 ± 0.08 0.00475 ± 0.00025 5.8 ± 0.5 6000
9 1.4 ± 0.1 0.00425 ± 0.00025 7.0 ± 0.8 6100

II 3 0.95 ± 0.05 0.0055 ± 0.0005 4.1 ± 0.4 5200
6 1.18 ± 0.07 0.0045 ± 0.0005 5.6 ± 0.7 5300
9 1.25 ± 0.08 0.004 ± 0.0005 6.4 ± 0.8 5000

Table 2: A description of the steady stream of the incoming fbw for the two experimental
series. Series I was used to measure the depth profi le along the dam and series II to measure
the shock angle.
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Figure 19: Non-dimensional run-up profiles along the defecting dams of steady water at
different Froude numbers. Each curve shows the steady shock height at a fixed defecting
angle. The defecting angles tested were: , == 5 °, l 0°, 15°, 20°, 30° and 40°. The shallowest
profi le on each graph corresponds to the ~ defection and the deepest to the 40 ° defection.

numbers up to around 7. (For l < Fr1 < 7, 4 < ~l/h2 < 6, see for example (Gerhart et
al., 1993).) Figures 7 (c) and (d) show that the shock height increases with increasing detect­
ing angles for :fbws at fi xed Froude numbers. The adjustment region should therefore also
lengthen with wider defecting angles. The shock height furthermore increases with higher
Froude numbers for fixed defecting angles, see Figure 19. That enhances the lengthening of
the adjustment region for higher Froude number :fbws.

An increase in the length of the adjustment region with higher Froude number :fbws is not
obvious from the run-up profiles in Figure 19 due to the narrow range of the Froude numbers.
The transition zone in the experiments was observed to widen as a function of the defecting
angle (and consequently as a function of the :fbw depth of the hydraulic jump) from being
just under 0.01 m for, == 5° to about 0.03m for, == 40°. A longer adjustment region for the
larger defecting angles is observable from the run-up profiles in Figure 19 due to this effect.
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Figure 20: Schematic diagram ofthe adjustment region along a defecting dam, caused by the
intersection of the turbulent transitions zone with the defecting dam.

The run-up at the beginning of the dams is observed to increase with increasing defecting
angles. That may be caused by the increase in the velocity component of the approaching
fbw normal to the dams, u sin-v, since the pressure distribution in the turbulent adjustment
region is far from being hydrostatic and the fbw may follow ballistic trajectories along the
side of the dam in this region.

We now compare the experimental results with the predictions of the steady-state shock
theory in some detail. The system of equations (12), (13) and (14) was solved numerically for
the shock depth, h2, speed, u2, and angle, /3, for a given incoming fbw depth, h 1, speed, u1,
and defecting angle.ry. The shock angle relative to the dam, /3 - 1, is plotted in Figure 21 as
a function of the defecting angle. There is good agreement between the experimental results
and the theory for the three experimental series. The predicted shock height is plotted as a
straight line on Figures 22, 23 and 24 along with the observed run-up profile. The agreement
is fairly good apart from the observed higher run-up at the beginning of the dams.

We conclude that the hydraulic jumps on shallow slopes are well described by the shallow­
water jump conditions where constant fbw states are assumed on both sides of the hydraulic
jump. There is, however, a region close to the beginning of the dams where the fbw runs
higher up on the dams than the theory predicts, due to turbulence in the transition zone. This
adjustment region lengthens, and the fbw depth in front of the dams in the adjustment region
increases relative to the surface of the constant hydraulic jump further down stream, with
higher Froude number fbws and larger defecting angles.
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Figure 23: Non-dimensional run-up profiles for water fbw at Fr1 == 6.0. Each graph is a plot
of the observed depth profile along the defecting dam, non-dimensionalised with the depth
of the incoming stream, for a fixed defecting angle, 1 (+). The theoretical non-dimensional
shock height, h2/h1, is shown as a dashed line.
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Figure 24: Non-dimensional run-up profiles for water fbw at Fr1 == 7.0. Each graph is a plot
of the observed depth profile along the defecting dam, non-dimensionalised with the depth
of the incoming stream, for a fixed defecting angle, , (+). The theoretical non-dimensional
shock height, h2/h1, is shown as a dashed line.
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5 Laboratory experiments of steady granular fbws
interacting with defecting and catching dams

A series of experiments at three different Froude numbers was designed to study the formation
of a steady, oblique, granular shock along a defecting dam, positioned on a sloping chute. The
objective of the experiments was to maintain a steady fbw for a few seconds in order to link
the granular jumps on steep slopes, described in§ 3, to the hydraulic jumps on shallow slopes,
described in § 4. The effect that tilting of the upstream dam faces had on the oblique shocks
was also investigated. The formation of a granular jump upstream of a catching dam was then
explored and the height of the catching dam at which a bore could no longer be maintained
upstream of the dam was determined.

5.1 Experimental setup and design

Figure 25: A photograph of the steady, granular experimental setup.

The same setup and the same particles were used as in the short granular experiments de­
scribed in § 3. l, but with the channel narrowed by O. l m, to O .225 m. The release mechanism
was adjusted so that it was possible to control the depth of the fbw out of the hopper. As
before, the fbw was released by abruptly opening a lock gate, see Figure 25.
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The experiments within each series were conducted during a 12 hour period to minimise
the effect of changes of the humidity in the laboratory on the ballotini beads. The fbw speed
and depth were measured at the start and end of each experimental set. The fbw speed was
measured by tracking tracer particles that were thrown into the fbw and the fbw depth was
measured using an optical depth sensor (ODS96) that uses infrared light to measure the dis­
tance to a surface.

The defecting dam experiments were conducted at three different Froude numbers: 5, 12
and 14, overlapping the values in the previous experiments with water and granular fbws, and
for five different defecting angles: , == 8°, 15°, 24°, 32° and 44°. The dams had an upstream
face perpendicular to the experimental chute, æ == go0

, where æ is the angle between the
upstream dam face and the chute. The dams were 0.5 m long and covered different proportions
of the fbw path, l/L, see Figure 8 (b) for definitions. For, == 8°, 15° and 24°, l/L < l, but
for , == 32°, l/L == l. l and for , == 44°, l/L == l. 5, which means that the dams extended out
of the fbw-path for the two largest defecting angles.

The fbw depth along the dams and the shock angles at the dams were measured from
video footage of the experiments. The fbw speed was measured inside the shock, along the
defecting dam, for , == 24 °, by tracking tracer particles that were thrown into the fbw, The
effect of tilting the sidewalls of the dams was examined for Fr1 == 12,, == 24° and æ== go0

,

75°, 60° and 45°, again by measuring the steady shock angle and fbw depth along the dam
for each value of æ.

Catching dam experiments were conducted for fbws at Fr 1 == 12 and 14. The dams
had an upstream face perpendicular to the experimental chute. The height of the dams was
systematically lowered and the speed of the bore travelling upstream was measured along with
the depth of the bore and the depth of the fbw over-topping the dam when overfbw occurred.
The effect of tilting the upstream face of the dams to æ == 60° was also explored.

5.2 Results: Defecting dams
The characteristics of the steady stream are given in Table 3. The fbw reached a steady,
uniform state (constant fbw speed and depth) very quickly (within the first tens of centimetres
from the release) on the steep section of the experimental chute. The steady stream hit the
defecting dam approximately 2 m further down and a stationary oblique shock was formed
within a fraction of a second of the initial impact, see Figure 26. The dilute fi rst front of the
fbw splashed up to a similar height on the dams as the shock.

The run-up profiles along the dams are plotted in Figure 27 for the three different Froude
number fbws. The oblique shocks were stationary for all but the largest defecting angles. The
dams for the 32° and 44° defections extended out of the fbw path of the avalanches leading
to the slowing down of the current along the end of the dams and the subsequent pile up of
material in front of the dams. This was observed for Fr1 == 5 with, == 32° and 44° and also
for Fr1 == 12 and 14 with , == 44 °. The plotted profi les of the unsteady fbws are those that
were observed before the material started to pile up in front of the dams.
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Figure 26: Photographs of oblique, granular shocks for , == 24 ° for two different Froude
numbers, Fr1 == 5 and 12, on slopes inclined at ( == 26° and 30°, looking downstream onto
the defecting dams. The shock is narrower on the photograph to the right (Fr 1 == 12) and the
fbw flps over and falls back on the oncoming stream at the beginning of the dam.

( [OJ
26.5 ± 0.5
30.3 ± 0.5
30.3 ± 0.5

0. 7 ± 0.01 0.0020 ± 0.0002 5
1.85 ± 0.07 0.0027 ± 0.0002 12
1.52 ± 0.05 0.0013 ± 0.0002 14

Table 3: A description of the steady stream of granular fbw for the three different experimen­
tal setups.

If these unsteady profiles are not considered, the run-up profiles along the dams show an
approximately constant depth along the dams. The profiles follow the same trend as previously
observed for the water and granular fbws; larger Froude numbers and defecting angles lead
to higher run-up on the dams.

The turbulent transition zone intersected with the upper most part of defecting dams in
the water experiments and the fbw ran higher up on the dams in this region relative to the
hydraulic jump further downstream. This effect is less profound in these granular experiments
since higher run-up on the dams is not observable from the run-up profiles. The fbw was,
nevertheless, observed to tum over and fall back on itself at the start of the defecting dams
for the the higher Froude number fbws, Fr 1 == 12 and 14, see Figure 26. The transition zone
was observed to be much thinner than in the water experiments (less than 0.01 m wide for all
of the defecting angles).

The experimental results can be compared with the shallow-water jump conditions. Equa­
tions (12), (13) and (14) were solved numerically for the shock depth, speed and angle: h2, u2
and /3, for a given incoming fbw depth, speed and defecting angle: h 1, u1 and v, The shock
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Figure 27: Non-dimensional run-up profiles along the defecting dams for steady, granular
fbw at three different Froude numbers, Fr 1 == 5, 12, 14. Each curve shows the steady shock
height for a fi xed defecting angle, the different curves belong to different defbcting angles; 8 °,
15°, 24°, 32° and 44°. The shallowest profile on each graph corresponds to the ~ defbction
and the deepest to the 44° defbction. The profiles for Fr1 == 5 with, == 32° and 44° and for
Fr1 == 12 and 14 with ry c= 44° were unsteady.

angle is plotted as a function of the defecting angle in Figure 28. The shallow-water theory
accurately predicts the experimental results for all three Froude numbers. The observed depth
profiles along the dams are plotted in Figures 29, 30, 31, and show good agreement with the
predicted shock height after the short distance along the dams that it takes the fbw to reach
the depth of the hydraulic jump. The depth profiles for the Fr1 == 5 show a slight increase
in the fbw depth along the dams while there is no increase in the fbw depth for the higher
Froude number fbws.

The effect of tilting the sidewalls of the dams between a == 45° and a == 90° for Fr1 == 12
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Figure 28: The shock angle relative to the dam, Ø - ,, plotted as a function of the defecting
angle for the three different Froude numbers. The lines show the theoretical predictions and
the points are the experimental results. The shocks were unsteady for Fr1 == 5 and, == 32°
and 44°; Fr1 == 12 and 14 and,== 44°, so that no shock angle was observed.

did not affect the shock formation. The shock angle and the depth, measured normal to the
chute, remained the same as for a defecting dam normal to the chute, æ == 90 °. The area per
unit width of the dam over which the normal pressure acts is h2/ sin æ, where h2 is the fbw
depth at the dam, measured normal to the chute. The total normal force on a unit width of
the dam thus becomes pg*h~/ (2 sin a) and increases by a factor of v'2 for dams at æ == 45 °
compared with dams at æ == 90°. The Coulomb friction force on the dams is proportional
to the normal force on the dams, and thus increases by tilting the dams. If Coulomb friction
affects the run-up onto the dams, there should be a visible difference in the run-up profiles on
the dams for dams tilted at different angles. This does, however, not seem to be the case in
these high Froude number experiments.

We conclude that shallow-water jump conditions that assume constant fbw states on both
sides of the jump can be used to describe granular jumps along defecting dams on non­
accelerative slopes (the fbws were steady). Coulomb friction at the side of the dams is not
observed to affect the characteristics of the shock for the high Froude number fbws, Fr 1 == 12,
that were studied.
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Figure 29: Non-dimensional run-up profiles for granular :fbw at Fr1 == 5. Each graph is a plot
of the observed depth profile along the defecting dam, non-dimensionalised with the depth of
the approaching stream, for a fixed defecting angle, 1 (+). The theoretical non-dimensional
shock height, h2/h1, is shown as a dashed line. The shocks were unsteady for 1 == 32° and
44 ° where the shock height is drawn as a solid lines.
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Figure 30: Non-dimensional run-up profiles for granular :fbw at Fr1 == 12. Each graph is a plot
of the observed depth profile along the defecting dam, non-dimensionalised with the depth of
the approaching stream, for a fixed defecting angle, , (+). The theoretical non-dimensional
shock height, h2/h1, is shown as a dashed line. The shock was unsteady for, == 44° where
the shock height is drawn as a solid line.
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Figure 31: Non-dimensional run-up profiles for granular :fbw at Fr1 == 14. Each graph is a plot
of the observed depth profile along the defecting dam, non-dimensionalisedwith the depth of
the approaching stream, for a ti xed defecting angle, , (+). The theoretical non-dimensional
shock height, h2/h1, is shown as a dashed line. The shock was unsteady for , == 44 ° where
the shock height is drawn as a solid line.
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5.3 Results: Catching dams

Figure 32: Photographs of granular fbw at Fr 1 == 12, travelling from right to left down a 30°
incline and interacting with (a) a high catching dam (on the left) and forming a bore that travels
upstream; (b) a lower catching dam, H/h1 == 18, with some of the :fbw over-topping the dam
and a stationary bore upstream of the dam; (c) an even lower catching dam, H/h1 == 15, where
the stationary bore is closer to the dam; (d) a lower still catching dam, H/h1 == 11.5, where all
of the :fbw over-tops the dam. Note that the incoming :fbw is only 0.002 m thick and hardly
visible on the photographs. The dimensions of the larger grid-cells are (0.02 x 0.02)m.

Experiments with :fbws at Froude numbers 12 and 14 revealed that granular bores travel­
ling upstream were formed in front of catching dams (see Figure 32). The dilute first front of
the :fbw splashed higher up on the dams than the granular jump. The angle of repose of the
granular material (ballotini beads) was smaller than the slope of the chute, cp == 21 ° < ~ == 30°.
The free surface of the stationary material in front of the dam (downstream of the shock) was
intermittently levelled out to the angle of repose of the ballotini beads by thin avalanches on
the free surface, propagating from the start of the bore and down to the catching dam. The
bore slowed down during the upstream propagation, as more material avalanched down to the
dam in order to level out the lengthening free surface of the bore. An upstream propagating
bore was still present in front of the dam, when the height of the dam was lowered, so that
some of the :fbw over-topped the dam. The bore propagated upstream until the mass fux over
the bore balanced the mass fhx over the dam at which point the bore stopped. The distance
travelled upstream by the bore shortened when the dam was lowered, until a granular jump
upstream of the dam disappeared and all of the :fbw was launched over the dam.

The scenario where a shock is formed upstream of a catching dam and the dam is high
enough so that no part of the :fbw over-tops is described by equations (3) and (6) when cp < t
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Figure 33: The borespeed non-dimensionalised with the speed ofthe approaching fbw, U/u 1,

plotted as a function of the distance travelled upstream by the bore, x, for Fr1 == 12 and 14.
The theoretical prediction for material with cp 2:: ( is plotted as a straight line. The observed
bore speed for ( - cp == 9° is averaged over the distance indicated by the x-error bars (+).

The shock height and the time dependent position of the bore front were accurately predicted
by the theory by using the same density on both sides of the bore, p2 == p1, see Figure 33.
Gray et al. (2003) have conducted similar catching dam experiments using material with a
larger internal friction angle than the angle of the slope on which their fbws take place. They
find that the system of equations referred to above predicts the speed and the depth of the
upstream propagating bore. (Gray et al. furthermore conduct their experiments at slope angles
that balance the basal friction angle of the fbw so that gravity does not affect the conservation
ofmomentum fhx over the bore, but they do not comment on the results when gravity is not
matched by Coulomb friction.)

When the catching dam was lower than the shock height, some of the fbw over-topped
the dam. The setup is described by the system of equations (7), (8), (l 0) and (11 ), for cp < (
and a constant fbw state downstream of the shock. For a given approaching fbw depth and
speed: h1, u1, the bore height, bore speed, overfbw height and overfbw speed: h 2, U, h3, u3,

can be determined.
Experiments with fbws at Fr 1 == 12 showed that the bores travelled a certain distance

upstreamwhere they then stopped. The fbwwas in a constant fbw state upstream ofthe shock
and may to some approximation be regarded as being in a constant fbw state downstream of
the shock. The shock depth and overfbw depth, h 2 and h3, were well predicted by the theory.
The theory also predicted the position of the stationary bore, see Figure 34. The dam height
leading to no shock formation upstream of the dam was furthermore accurately predicted by
the theory, i.e. the dam height resulting in a computed negative bore speed. The ratio between
the dam height leading to no shock formation and the initial shock height for no overfbw was
found to be H/h2 ~ 0.65. Equation (4) with p2/p1 == l can be used to approximate the dam
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height corresponding to no shock formation as a function of the depth of the incoming fbw
and the Froude number.

The effect of tilting the upstream face of the catching dam had no effect on the shock
height and bore propagation. It was observed, however, in the experiments that the first front
splashed up higher on the dams than the immediately following shock and the angle at which
the first front took off from the top of the dams coincided with the angle of the upstream dam
face.

We conclude that the shallow-water framework gives accurate predictions of the granular
jumps, while the splash-up of the dilute and compressible first front of the fbw onto the dams
remains a subject of future work.

47





6 Discussion

The experimental study has considered steady, supercritical :fbw of water and dry, granular
material interacting with dams. The fbws were at different Froude numbers, were ofdifferent
physical scales (different :fbw depth and speed) and took place on steep and shallow slopes.
The experiments revealed that the dry, dense, granular free surface :fbws scale with the internal
Froude number of the :fbw as do fbws of water. Features such as shocks were observed
upstream of the dams in the granular :fbws as well as in the water :fbws. A better agreement
between theory and experiments was obtained for the granular :fbws if the pressure was taken
to be isotropic and hydrostatic, instead of linking the longitudinal and normal stresses through
an earth pressure coeffi cient.

Stationary, oblique shocks were formed in the interaction of the :fbws with defecting
dams. They were well described by incompressible, shallow-layer shock theory, derived on
a horizontal plane, assuming constant :fbw states on both sides of the shock. Less intense
wave action and turbulence were observed in the granular :fbws than in the water, presumably
owing to dissipation in inelastic collisions between grains and this may account for a sharper
transition zone in the granular material. The structure of the granular jumps was not observed
to depend on the Froude number of the approaching fbw for the Froude number range that
was studied, 5 < Fr1 < 14, as is the case in hydraulic jumps. Higher run-up than the jump
conditions predicted and tum-over of the fbw was observed close to the upstream end of the
defecting dams for the higher Froude number granular fbws and for water fbw at the largest
defecting angles and for all Froude numbers. This effect was more obvious for the water
because of a more turbulent and wider transition zone.

A travelling bore was formed upstream of the catching dams when none of the fbw over­
topped the dams. For lower dams with some over:fbw, a shock could still be observed. As the
height of the dams was gradually lowered, the bores stopped closer to the dams and finally
the fbw shot ballistically over the dams in a supercritical :fbw state and a shock did not
form upstream of the dams. The granular jumps were well described by the shallow-water
jump conditions. The internal friction angle of dry snow is suggested by Salm (1993) to be
close to 25°. In most cases avalanche protection dams will be positioned in the run-out zone
of an avalanche path and not at angles steeper than 25 °. The theoretical consideration for
¢ 2::: [ would therefore in most cases be appropriate for the analysis of snow avalanches. The
snow stopped by a catching dam may furthermore be more densely packed than the fbwing
avalanche leading to a density difference over the shock (mostly in the range l < p2/p1 < 3)
and a lower shock height at the dam than for an incompressible jump, such as a hydraulic
Jump.

Highly compressible :fbws with Mach numbers larger than one were not considered in the
experiments (excluding the first front of the fbws). There is a possibility that the dense core
of some natural dry-snow avalanches is slightly supersonic (Briukhanov et al., 1967) which
may give rise to the formation of compression shocks in the interaction with dams. Such
compression shocks have been observed experimentally in dilute granular fbws (Rericha et
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al., 2002).
The higher splash-up ofthe first front ofthe fbws onto the catching dams is consistent with

high pressures (impulse pressures) measured during the first few milliseconds ofthe impact of
an avalanche with a catching dam (Bozhinskiy and Losev, 1998; Schaerer and Salway, 1980;
Kotlyakov, et al., 1977; and Salm, 1964) and also pressure records and observed splash-up of
steep water waves on walls, see Peregrine (2003) for an overview.

The results presented here are a step towards a better understanding of the dynamics of
dense granular fbws, such as snow avalanches, that hit defecting and catching dams. These
results may be used to formulate new design criteria for such dams. They might also be useful
for implementing defection dynamics in numerical models that could be used to evaluate the
effectiveness of dams as protection measures for settlements, communication lines and other
properties and infrastructure. An important consideration in the application of our results to
pratical design of protection dams is the question of the formation of the shock in the initial
impact with the dam. In order for the shock to form, the fbw must undergo a change in fbw
state from a supercritical fbw to a subcritical fbw as it passes over the dam. The presence of
a shock is assumed in the derivation of the theoretical shock relations in section §2. The dam
height needed for a hydraulic jump to occur in the fl rst place will be larger than the theoretical
bore height if the loss of energy across the granular jump is larger than the energy loss in the
impact of the fbw with the catching dam. This will, however, not be further discussed here.
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l Introduction

A few centuries ago, snow avalanches were depicted as big snowballs rolling down the moun­
tainsides and growing to gigantic proportions by picking up snow from the snow cover on their per­
ilous way (see Figure l). As naive as this concept of avalanching may appear today, one aspect of it
has been vindicated by recent observations and measurements: the entrainment of snow has now
been recognised as a major factor in the dynamics of snow avalanches. The majority of medium to
large avalanches could double or even triple their mass from release to runout (Issler et al., 1996);
in the track, the moving mass may be more than five times the original mass (Sovilla et al., 2001).
From measurements with profiling radar, erosion rates above 200 kg m-2 s-1 have been inferred dur­
ing the very rapid removal of up to l m of fresh snow at the avalanche front, while they were found
in the range 10-50 kg m-2 s-1 during episodes of more gradual entrainment in the head of dry-snow
avalanches (Issler, 2003). In papers on modelling, snow entrainment has often been mentioned as a
potentially important process, strongly influencing the estimate of avalanche deposition depths as
well as of velocities and runout distances, but few models actually include it in a meaningful way.



Figure l - Wood engraving ofH. Schaufe/ein showing an avalanchefall,
contained in the poem "Theuerdank" (1517)

The purpose of the present report is to summarise the state of the art with respect to the study
of erosion/deposition processes in snow avalanche dynamics. Available observations and measure­
ments will be presented(§ 2), possible conjectured mechanism will be discussed(§ 3) and the mod­
els so far proposed will be briefly described(§ 4).

2 Observations and measurements

Observations on avalanche paths just after the passage of an avalanche show that the snow
cover is changed: Part of the snow cover, and sometimes the entire snow cover, is eroded and de­
posits are found along the avalanche path. Analysing the variation of avalanche mass during its mo­
tion therefore appears crucial to describe the dynamics of avalanches in a more precise way.

Field measurements have been carried out on three experimental avalanche sites (Issler,
1999): the Italian Monte Pizzac test site (Sommavilla et al., 1998), the Swiss Vallee de la Sionne
test site (Ammann, 1999) and the Norwegian Ryggfonn test site (Lied et al., 2002). The data from
these three sites permit to collect information about the erosion/deposition processes in relation to
different avalanche types. Avalanches at Ryggform and Vallee de la Sionne typically are large
mixed avalanches (wet-snow avalanches in spring) and move mainly on open slopes. Conversely,
the avalanches at Monte Pizzac are channelled dense avalanches of small dimensions. The influence
of mass variation on the dynamics of snow avalanches has also been analysed with data from the
catastrophic events of winter 1999 (Sovilla and Gruber, 2002). Recently, also laboratory investiga-
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tions on granular erosive flows have been carried out at Pavia chutes (Barbolini, personal commu­
nication).

2.1 Mass balance measurements at Mt. Pizzac test site

The Monte Pizzac avalanche site is located in the Venetian Dolomites, and has been operative
since the winter 1993/94 (Sommavilla et al., 1998; Issler, 1999). The path has a vertical drop of
about 500 m and an average slope of 31 °. Typical events at this site are either dry or moist dense­
flow avalanches in early- and mid-winter and wet dense-flow avalanches at the end of winter. The
avalanches are of small size, with typical release volumes of 1500-2000 m3. The dynamical evolu­
tion of the avalanches can be studied by means of arrays of mechanical flow height switches cou­
pled with impact sensors on poles placed at six locations along the avalanche track. These instru­
ments permit to calculate the mean velocity along different track segments as well as the time evo­
lution of the flow depths and pressures at specific points along the avalanche path.

During the winter 1997/98, the avalanche mass balance was determined for four events (5 and
21 December 1997 and 14 and 28 April 1998 - Sovilla et al., 2001). Each event was studied by re­
cording snow-cover profiles across a number of cross-sections along the slope from the release zone
to the deposition zone. In each cross-section the eroded and deposited mass were evaluated with
manual measurements. Then, the avalanche mass that had flowed through the cross-section was
estimated by adding the eroded mass to the initial mass and subtracting the snow deposited by the
avalanche. The results of these mass-balance measurements are summarised in Table l. In spite of
greatly different initial masses and snow water content, in all surveyed avalanches the erosion peaks
were found in the first part of the track where the slope angle is greater than 30° (with an avalanche
mass increase up to 720% with respect to the release mass); the avalanches attained their maximum
moving mass near the middle of the path where the slope angle drops below 30°. Except for the
smallest event, which met a rough bed surface in early winter and lost mass from the beginning, ap­
preciable deposition also began near this point, where the avalanches begin to decelerate. The mass
balance of these events seems to be primarily governed by the path slope. The erosion rates seem to
be correlated also with the initial mass, which in tum correlates with the new-snow depth in the
path. A relevant correlation with velocity seems to be present only for the biggest and fastest dry
avalanche. The ratio between the density of deposited and released snow was found to be in the
range 2-3, excluding the case of the wet-snow avalanche which did not show substantial density in­
crease from release to runout. Two examples of mass balance are given in Figure 2, whereas a com­
parison between erosion and deposition along the track, the avalanche speed and the track inclina-
tion is shown in Figure 3.

Event Typology Release mass Maximum mass Mm/Rm Average speed Runout Release density Deposit density Dd/Rd
(Rm) (Mm) (Rd) (Dd)
ks ks m s-1 m ksm-3 ksm-3

5 December 1997 Dry 33700 61600 1.8 11 547 135 280 2.1
21 December 1997 Dry 84400 505850 7.2 17.9 680 140 270---430 1.9-3.1
14 April 1998 Moist 30900 126800 4.1 12.3 530 115 290---345 2.5-3
28 AEril 1998 Wet 90000 296700 3.3 7.6 580 500 500---560 1.0-1.1

3



Table l - Summary of the mass-balance measurements carried out at the Monte Pizzac site in the win­
ter 1997/98 (from Savilla et al., 2001)
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2001)
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Figure 3 - 21 December 1997 avalanche event: comparison between eroded and deposited mass, ava­
lanche speed andpath slope (from Sovilla et al., 2001)

2.2 Mass-balance and local erosion-rate measurements at Vallee de la Sionne

During the winter 1999 three large avalanche events (30 January 1999, 10 February 1999, 25
February 1999) were artificially triggered at the Vallee de la Sionne test site, Canton of Valais,
Switzerland (Vallet et al., 2001). The site extends from 2650 m a.s.l. to 1450 m a.s.l., with an aver­
age slope of 27°. Photogrammetry and field measurements were used to precisely map the bounda­
ries of the avalanche events and to measure the surface of the snow cover before and after the trig­
gering of an avalanche. The purpose of these measurements was to obtain detailed information
about the released and deposited snow volumes. The data obtained from the photogrammetric sur­
veys are given in Table 2.
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30 Janua 1999 10 Februa 1999 25 Februa 1999

Released volume (m") 84000 220000 520000

Released snow density (kg rn-3) 200 220 250
Released mass (t) 16800 48400 130000

Deposition volume (m') 40000 467000 876000

Deposition snow density (kg rn-3) 400 440 500
Deposition mass (t) 16000 205480 438000
Erosion rate (-) 4.2 3.4

Table 2 - Summary of the photogrammetric surveys carried out at Vallee de la Sionne in the winter
1999 (from Val/et et al., 2001)

The first avalanche, i.e. the smallest, did not show erosion, probably because of the larger
spontaneous avalanche that preceded it and eroded and compacted most of the fresh snow. Con­
versely, the second avalanche quadrupled its initial mass, eroding the entire fresh snow over large
parts of the path (with an estimated total erosion of about 1,5xl05 tons); similarly, the third ava­
lanche tripled its initial mass by eroding almost all the fresh snow (about 1,5 m deep) and some of
the highly compacted deposits from the previous avalanche in the gently sloped runout zone. These
measurements clearly showed that almost the whole new snow cover below the release area can be
picked up by large avalanches under extreme conditions.

At Vallee de la Sionne, the FMCW radar system (Gubler and Hiller, 1984), installed at three
locations along the avalanche path (upper and lower track and upper runout zone), gives informa­
tion about the time evolution of the erosion rate and the flow depth (Dufour et al., 2000). The three
dry-snow avalanches triggered in winter 1999 produced fairly similar patterns in the time-distance­
intensity plots, see Figure 4.

Figure 4 - FMCW radar echo intensity as a function of time (horizontal axis) and electromagnetic distance
from the ground (vertical axis). Vallee de la Sionne, 25/02/1999 event, uppermost radar location (from Iss­
ler, 2003).
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Figure 5 - Radar distance of the snow surface from the ground vs. time (thick line) and the corresponding
erosion speed (thin line). Vallee de la Sionne test site, uppermost radar location, 25/02/1999 event (from
Gauer and Issler, 2003).

For the avalanche of 25/02/1999, Figure 5, obtained from the radar plot of Figure 4, shows
quasi-instantaneous erosion of about 0.7 m of snow at the leading front of the saltation layer, with
an erosion speed of approximately 2.5 m s-1. In the following 5 s, erosion is more gradual, the ero­
sion velocity decreases from 0.25 m s-1 to near zero, and the radar echo intensity shows a layer
(about 0.5 m thick) with higher density and larger block size than in the upper part of the saltation
layer. Then the erosion speed reaches a second peak, which is tentatively interpreted as a snow
block ripped out of a stronger layer. After that, the average erosion speed is about 0.05 ms '. Only
then the dense core arrives. During the first second of its passage, the erosion speed has a value of
0.15 ms-1; afterwards no further erosion is observed in this case. Snow deposition takes place dur­
ing the last l O s of the passage of the dense core.

All three events observed at Vallee de la Sionne exhibit similar features: In each event, the upper
layer of snow is quasi-instantaneously, i.e. within less than l s, removed by the avalanche front (by
a sort of "ploughing" or "gobbling" mechanism). Typical values of the ploughing depths are 0.8-
1.0 m for all avalanches, corresponding to 8-14 t m-1s-1 were incorporated into these avalanches per
unit width. A second phase, lasting about 1-10 s, follows. In this phase snow is eroded more gradu­
ally and the erosion rate diminishes from 0.3 ms-1 to about one third of this rate. After this phase the
avalanche flows without eroding or depositing appreciably from about 30 s to about l minute in the
two largest events. The formation of the deposit occurred quite abruptly in all cases.

It has been observed (Sovilla et al., 200 l) that, at a given location or instant, erosion at the
front may coexist with deposition at the tail, where the velocity is smaller. Moreover, FMCW
measurements show that front entrainment seems to dominate over basal erosion. However, the
dominating process depends on the snow cover characteristics and avalanche dimensions. If the
snow cover is made up by fresh snow during the impact between the avalanche front and the snow
cover, the avalanche could collects "immediately" a relevant amount of snow at the front (plough­
ing, see § 3 .2), but if the superficial layer of the snow cover is hard, the avalanche tends to slide
over it and may scrape mass from its bottom surface (abrasion, see § 3. l).
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2.3 Mass balance measurements at Ryggfonn

The Ryggform avalanche test site, located in South-western Norway, has been in operation
since the winter 1980. The Ryggform avalanche path has a vertical drop of about 900 m and a hori­
zontal length of 2100 m. The avalanches range in volume from l 0,000 m3 to 500,000 m3

, with
maximum velocities up to 60 m s-1

• The avalanches are both naturally released and triggered by
pre-placed explosives. The installations in the lower part of the path consist of (Issler, 1999; Lied et
al., 2002):

- A 16 m high and l 00 m wide catching dam located at the lower end of the path.
- A 6.5 m high steel mast, instrumented with strain gauges in two sections, located on the top

of the dam.
- A 4.5 m high concrete structure instrumented with three load plates, situated 230 m up-slope

from the dam.
- A 5.5 m high cylindrical steel mast, diameter 1.3 m, instrumented with two load plates, iden­

tical to the load plates at the concrete structure, located 320 m up-slope from the dam.
- 5 geophones placed in the ground, 3 at the dam and 2 up-slope from the dam at distances of

18 and 65 m.
- An instrumented shelter near the run-out area with recording equipment.

Even if measurements on this site have been mainly focused on the effect of the dam on ava­
lanches, mass-balance measurements have been made on 12 major dry snow avalanches. All the
avalanches hit the dam and either were stopped by the dam or over-topped it. Estimates of the re­
lease area, fracture depth, deposits area and volume were obtained through aerial and field surveys;
the snow density in the release area was extrapolated from NGl's snow measurement station located
a few kilometres away (the average density in the starting zone was about 300 kg m-3), and the
snow density of the deposits near the dam was measured manually (average density of about 430 kg
m-3). All these data permitted to calculate the initial and deposited mass of each avalanche and
subsequently to estimate the net entrainment between release and deposit. The net entrainment from
release to deposit was found to be variable from -15% to +220%, with an average value of about
100% (that means a doubling of initial mass); actually, among the 12 avalanches, only one event
(27/03/1993) showed a mass decrease from release to run-out. The data measurements on the 12
avalanches are summarised in Table 3.
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Date Overrun Freeboard Release volume Velocity Type Release mass Entrainment

(m) (m) (103 m 3
) (m s-1) (kt) (%)

1983/01/10 148 14 100 46 Dry 33.9 +33
1983/03/08 -22 13 45 23 Dry 7.1 +220
1985/02/13 48 16 20 34 Powder 4.6 +100
1987/01/28 203 14 70 48 Dry 14.5 +100
1988/04/11 23 16 40 38 Dry 5.5 +190
1988/12/23 38 15 75 31 Dry 13.6 +150
1990/03/07 48 15 30 43 Powder 4.6 +160
1993/03/27 151 6 20 35 Powder 9.4 -15
1994/01/24 29 16 40 33 Dry 11.2 +60
1995/03/03 58 15 20 35 Powder 5.5 +60
1997/02/08 173 5 100 45 Dry 31.7 +60
2000/02/17 311 5 80 49 Powder 11.4 +180

Table 3 - Data measurements on the 12 avalanches analysed. The overrun length is measured from the
downstream base of the dam, the front velocity is measured between the tower and the concrete structure.
Entrainment is expressed as the difference between deposited and released mass relative to the released
mass (from Issler et al., 2003).

2.4 The catastrophic events of winter 1999

The winter 1999 is remembered as a catastrophic winter for its extraordinary avalanche activ­
ity throughout the Alps. In Switzerland, more than a thousand avalanches damaged structures,
blocked transport routes and killed l 7 people. One of the most severely struck areas in the Swiss
Alps was the Obergoms (uppermost part of the Rhone valley, located in Canton of Valais). In par­
ticular, four events that occurred between the villages of Geschinen and Oberwald were analysed
(Sovilla and Gruber, 2002).

In order to obtain information about the release and deposit area of each event and the snow
volumes on the ground, aerial stereo-photographs of the areas affected by avalanches were taken
immediately after the avalanche events and again during the summer. Moreover, photogrammetry
allowed to determine the snow height along profiles parallel to the avalanche trajectories, giving in­
formation on the distribution of erosion and deposition along the avalanche path. A summary of the
measurements collected by photogrammetry and analysis of geo-referenced aerial photographs is
given in Table 4.
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Avalanche Type Exposition Release Release Release Deposition Deposition Ratio P ·otential H eroded
attitude area, m2 volume average volume Dv/Rv eroded snow, m

Rv,m3 height, m Dv,m3 area, m2 p= 300kgm·3

Jungstafel Open SE 20:80-1920 (72000) (144000) 1.52 (216950)i* t9 608-239 0.2·5
slope 85800 1716-12 325425

Cheer Open NW 2115-1960 (70900) (1.41800) 2.02 (340650}* 3.2 568037 0.62
slope ,80180 16-0360 510975

Cheer w Channel NW 2180-2120/ ,(22580)~. (45160) 1.91 (123040)* 3.3 245190 0.59- 2040-1'920 28.100 56200 184560

Loeuewenbach Channel NW 2120· 1980 (51875) (103750) 2.82 (274550}* 3.4 392481 0.74
60180 120360 411825

Table 4. Overview of the measurementsfor the 1999 avalanches, Numbers in parentheses arefrom planimet­
ric measurements. () *: measured volume; the actual volume has been calculated multiplying the real volume
by a factor of l. 5 in order to take into account snow compression in the deposition zone (from Savilla and
Gruber, 2002).

The ratio between the deposit volume Dv and the release volume Rv shows that all four ava­
lanche eroded snow along the path. Three of the four avalanches have a ratio between 3 .2 and 3 .4,
whereas the ratio is only 1.9 for the Jungstafel avalanche. The difference between the release and
deposit volumes divided by the potential erosion area, i.e. the total area affected by the avalanche
passage, allowed the determination of the average eroded snow height. Values between about 0.6 m
and 0.75 m were found for all avalanches exposed to NW; conversely, for the Jungstafel avalanche
the average erosion height was found to be only 0.25 m. This is probably due to the different snow
water content of that event. A high water content in the snow, as was the case for the Jungstafel
avalanche, decreases the capacity of the avalanche to erode snow along the avalanche path and ero­
sion occurs particularly on the steeper parts of the track, whereas a large quantity of snow is left on
the more gentle parts of the track (see Figure 6). An example of the results obtained from the obser­
vations of these events is shown in Figure 6, which reports, for the Jungstafel avalanche, the snow
height along the track and in the deposit zone before and after the avalanche passage. The horizon­
tal line indicates the average snow depth before the avalanche passage.

e r· 1 - snow c-over height valley a
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Figure 6 - Jungstafel avalanche (22/02/1999).(a): Snow depth in the deposit zone before the avalanche pas­
sage. (b), (c) and (d): Snow depth in the flowing zone after the avalanche passage along 3 different profiles
(from Savilla and Gruber, 2002).
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3 Possible erosion mechanisms

There are different erosion mechanisms that may contribute to the increasing of the mass of
an avalanche from the release area to the deposit zone. Simple but process-specific models have
been recently proposed by Gauer and Issler (2003), to describe erosion by impacts, abrasion, flu­
idisation and ploughing. All these erosion mechanisms may occur simultaneously in different parts
of the avalanche body and their relative importance is mainly determined by the avalanche flow pa­
rameters and snow cover properties.

3.1 Erosion by direct particle-particle interaction

Measurements with profiling radar (see Figure 4) show relatively long episodes with gradual
erosion at moderate rates, indicating the importance of snow erosion due to particles impinging on
the snow cover surface within the saltation layer of the avalanches. Each particle impact on the
snow pack causes a displacement of the surface particles within the impact crater, partly leading to
a densification of the snow pack, partly to loosening of the snow and its entrainment by the ambient
flow. The impacting particle itself may rebound from the surface or penetrate it and get stuck. The
particle sizes range from grains with a diameter of approximately 0.25 mm to blocks with a size of a
few decimetres. At the base of the dense avalanche core the particles are in continuous contact and
slide over one-another. Hard particles will plough grooves in the softer snow pack under their own
weight and the overburden load. The snow cover is partly compacted, partly loosened and entrained
by the avalanche. This process is commonly known as abrasion.

3.1.1 Impact erosion

For a first estimate of potential impact erosion speeds, the impact of snow particles on the
snow cover is treated as the impact of a rigid sphere (the snow particle) on a porous, rigid and per­
fectly plastic material with compressive yield stress Y (the snow pack). Based on the tests of Abele
and Gow (1975), the following relation may be assumed to hold between Y (in kPa) and the snow
cover density Ps (in kg m-3):

Ps -100

Y=2.lx10 150 (l)

The impacting particle is decelerated and deflected upwards while it compacts and displaces
the snow cover (provided the particle is not completely submerged into the snow cover). If the im­
pact angle a (measured from the x-axis, see Figure 7) is sufficiently small, the particle will not be
stopped completely but will leave the snow cover again. The equation of motion for the impinging
snow particle reads:

X= -gsinØ- ~ (sin(a + /3) + µ cos(a + /3))
mP

(2)
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Z= -gcosØ+ Pi (cos(a+ /J)-µsin(a+ /J))
mP

(3)

where Ø is the slope angle, mp is the mass of the snow particle, Pi = pdAe is the force due to the

plastic flow pressure acting in the line ofmotion and µPL is the contribution of the Coulomb friction
tangential to the motion. Ae is the projection of the instantaneous contact area onto the plane defined

by AB and the y-axis (Figure 7). The plastic flow pressurePd is approximated asPd z cpY. For solids
cp z 3 in the fully plastic stage; cp is close to unity for porous media in the fully plastic stage and for
small indentation;, it increases with increasing indentation and reaches a maximum value of about
3, reflecting strain hardening.

x

Figure 7 - Rigid snowparticle impacting onto the plastic snowpack (from Gauer and Issler, 2003).

The erosion speed is given by:

(4)

where Ve is the volume of an impact crater (calculated numerically by solving equations 2 and 3 and
using proper geometrical relations, see Rickerby and MacMillan, 1980), and Ni is the number of
particle impacts per unit time and unit area, approximated as:

cW1 cos å

N~----
z 2V

p

(5)

where c/2 is the volume concentration of particles in downward motion, Wt is the terminal velocity
of the particles and Vp their volume. Simulations presented in Gauer and Issler (2003) have shown
that the impact erosion speed Wie is mainly affected by the snow cover density: in particular, it de­
creases exponentially with increasing snow cover density. Another important controlling factor is
the impact angle a; the erosion speed grows with increasing impact angle and thus with particle size
because larger particles have a higher fall velocity Wt and thus tend to impact under a steeper angle.
Note that the growth of the erosion speed with increasing impact angle is sharply limited by the
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maximum angle (depending on the impact velocity) beyond which the particle gets absorbed in the
snow pack.

3.1.2 Abrasion

The methods developed for impact erosion may also be applied to estimating the abrasion
speed. Consider now a snow particle indenting the snow pack and sliding parallel to the surface
(a= 0). The particle equations of motion (2) and (3) are supplemented with an overburden load L
and with the traction exerted on the particle by the avalanche :

x == (g + J:_) sinØ - PL ( sin/3 + µcos/J)+ Fn
mp mp mp

(6)

(7)

L is determined by the effective pressure transferred through the particle lattice within the
avalanche. We assume that each snow block at the interface carries the load L == pavghav cos Ø l Nb ,

with Nb the number of blocks per unit footprint area. For simplicity, the traction is expressed as a
drag:

(8)

where Cn is the drag coefficient (which depends on the flow regime), Pav and Uav the avalanche den­
sity and velocity, Upe the velocity of the sliding particle and r the particle radius. In the present case
of surface-parallel sliding the left-hand side of eq. 7 vanishes, and the plastic-flow pressure times
the z-component ofAe balance the load due to the particle and its overburden. At the same time, the
plastic-flow pressure times the x-component ofAe acts as the retarding force in eq. 6.

The material eroded by one block per unit time is proportional to the penetrating cross­
sectional area, A, perpendicular to the flow direction and the mean velocity of the block, Up .

Hence the erosion speed due to abrasion may be expressed as:

(9)

Simulations presented in Gauer and Issler, 2003 show that the determining factors for the
abrasion erosion Wea speed are the snow density and the effective overburden of the particle at the
base; conversely, only a weak particle-size dependence was found.
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3.2 Erosion at the avalanche front

3.2.1 Fluidisation

Fluidisation of the snow pack occurs when an air pressure gradient in the pores of the snow
cover generates a stress gradient in the matrix that counteracts the cohesive and gravitational forces.
A pore air pressure gradient can arise at the snow avalanche front as an effect of two mechanisms:
- The rapid flow of the dilute snow-air mixture causes a pressure drop above the snow cover;
- The snow cover is rapidly compacted by the avalanche and pore air tries to escape through the

undisturbed snow cover.

Fluidisation due to the first mechanism may operate in the upper part of the head of the dense
core and contribute to the formation of the saltation layer. Fluidisation due to the second mechanism
may occur only in the frontal part of the avalanche, where the pore pressure should attain several
kPa at the compression front. Snow fluidised just ahead of the avalanche front will be easily en­
trained and might be the major source feeding the saltation layer. Estimations of the pressure neces­
sary to initiate fluidisation (for details see Gauer and Issler, 2003) indicate that erosion by fluidisa­
tion may occur in relatively large and fast avalanches. However, even if complete fluidisation is not
reached, this mechanism contributes to the weakening and destruction of the snow pack.

3.2.2 Ploughing

It has been observed that the front of the avalanche may behave like a plug, shearing part of
the snow cover off. A part of the snow cover is entrained into the avalanche flow, a part is com­
pacted underneath the avalanche where the avalanche may either slide over it or eventually erode it
through abrasion or impact erosion (Figure 8).

Figure 8. Part or all the snow cover is sheared off the substrate and incorporated in theflow
(from Issler et al., 2000)
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The erosion depth and the compression of the snow underneath the avalanche are determined
by the interplay of various factors. The weight of the avalanche head largely determines the com­
pression of the snow cover that is not eroded, but the upward deflection of the eroded snow in­
creases that pressure. In order to describe the compaction and erosion process, one may consider a
prismatic control volume bounded by three jump surfaces (see Fig. 9). Surface b forms the shear
surface, surface c is the boundary towards the avalanche, and surface a forms the boundary to the
air flow above. Across each of these surfaces, the jump conditions for mass and momentum must be
fulfilled:

(10)

[Prtlr (Ur - ¼)·Dr]-[~ ·l\]= 0 (11)

where r indicates the surfaces a, b and c respectively. Cr is the velocity of the (non-material) sur­
faces, and tr• Dr is the normal stress onto the surfaces. The erosion depth de is strongly influenced by
the normal stresses at the shear plane b; the determining quantities are the compressibility of the
snow pack and the overburden load from the avalanche head. The difficulty connected with these
equations consists in specifying the stresses on the boundaries of the volume; further studies are
needed in order to obtain approximate solutions that can be compared to measurements.

Figure 9. Schematic representation of the head region ofa dense-flow avalancheploughing through
the snowpack (from (Gauer and Issler, 2003)).

The four erosion mechanisms briefly described above may all contribute to entrainment. They
occur in different parts of avalanches and under different circumstances. It is very likely that the
flow regime determines which mechanism is dominant; ploughing and abrasion need a dense ava­
lanche body, whereas impact erosion seems to be limited to a more dilute flow. Fluidisation occurs
only if the avalanching snow is sufficiently hard and dense, but the process itself tends to dilute the
avalanche front.

All the erosion mechanism need to be further investigated either via theoretical studies or
through a series of experiments both carried out in the laboratory and in full-size test sites. Once the
mechanisms are better understood, they have to be formulated in terms of the dynamical variables
and parameters of the models they should be incorporated in.
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4 Mathematical models

4.1 Briukhanov et al., 1967

The two equations used by the authors to describe the avalanche motion along the slope are:

(12)

(13)

where [: andh are the dry and hydraulic friction, respectively, v is the velocity of the flow, h is the
thickness of the flow and lf/ is the slope angle. This model describes entrainment at the flow front as
a hydraulic jump. The boundary between the moving avalanche snow and the static snow is ideal­
ised as a shock wave perpendicular to the flow. It has been observed that the larger the velocity and
the flow depth are, the larger is the entrainment rate. Usually in the transition zone of an avalanche
path, the maximum velocity and flow depth occur near the front. Since this frontal part is usually
short in comparison to the length of the whole body of the avalanche, it can be treated as a disconti­
nuity such as in the above model.

In the equations (12) and (13) there are no terms responsible for mass entrainment; all the en­
trainment is assumed to occur at the front and is taken into account by applying proper boundary
conditions ensuring mass and momentum conservation at the front:

p h(w - v) == p 0h0w

h - l ,,:2 *h p p 0Po Owv = - pn g cos lj/ - (J O = at ~
2

(14)

(15)

where w is the speed of the avalanche front, h and v are the snow height and velocity of the ava­
lanche body, respectively, (J* is the compression strength of the entrained snow-pack layer, ho and
p0 are the thickness and the density of the snow cover, and P is the force exerted on the snow cover
by the avalanche.

The thickness of the layer that is being entrained depends on the strength of the snow in this
layer and on the value of the force with which the avalanche acts on it; the maximum erodible snow
height is assumed to be known in advance. When P < 0 (i.e., the avalanche force is insufficient to
disrupt the snow cover), the relation (15) is replaced by one of the following conditions:

w==v==O

h = p h2g cos If/
0 20-*

w == v, h = h0 == 0

(stop of the front)

(partial entrainment of the snow cover)

(absence of snow entrainment)

(16)

(17)

(18)
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4.2 Grigorian and Ostroumov, 1977

These authors considered a flow in a chute with rectangular cross-section. They proposed a
model for gradual entrainment from the bed, assuming that the boundary of the moving avalanche
and the underlying static snow layer is a shock front at which the snowpack is disintegrated and en­
trained into the flow. This shock front is assumed to be inclined to the bed, in contrast to the previ­
ous model.

The continuity equation is:

oF o(uF)
-+--=q
ot »s (19)

where F is the cross-sectional area of the flow, S the co-ordinate along the flow path and q the en­
trainment rate, i.e., the volume of entrained snow per unit time and unit footprint area.

The quantity of eroded snow is proportional to the loadp (the sum of hydrostatic and dynamic
pressure) generated by the moving snow on the undisturbed snow:

p = p(ah + Cu2
• sina) (20)

where p is the avalanche average density, a is the sum of the slope-normal component of gravity
and the centripetal acceleration, h is the local flow depth, a the front entrainment slope, defined in
terms of the local snow-cover depth Jby a= arctan(88 l 8S), u the avalanche speed, and C is an em-

pirical constant.

At the front, the mass and momentum conservation give:

(21)

(22)

where p0, p1 are the densities of undisturbed snow and of the snow after the entrainment, m is the
propagation velocity of the shock front where the snow cover is broken up and mixed into the mov­
ing snow mass, v is the average velocity of the avalanche body, andp* is related to the compressive

strength of the snow cover. It is assumed that the thickness of the snow cover, its density andp* are

known. It follows that:

(23)
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where the parameter CY is a constant characterising the compacting of the snow during the breaking
process (Grigorian and Ostroumov (1977) assumed p1 =Po). The mass source parameter (the
volumetric entrainment rate) q is:

(24)

P~ Po

where L is the width of the chute.

4.3 Eglit, 1983

Eglit (1983) gives the equations describing the motion of avalanches consisting of two layers
(a lower dense layer and an upper powder layer) as well as of powder avalanches. The two-layer
model includes mass exchange between the two layers as well as between the dense part of the ava­
lanche and the motionless snow cover.

Let p1, v1, h1 and p2, v2, h2 be the density, velocity and thickness of the dense layer and the
powder layer, respectively, and po, ho the density and thickness of the underlying snow cover. The
formulae for mass exchange between the layers are:

(25)

(26)

where Via and V21 are the volume exchange rate between the dense core and the underlying snow
cover and the volume exchange rate that corresponds to the snow entrained by the powder layer,
m10, m12 are coefficients that may depend on the corresponding Richardson numbers, and x1 is the
co-ordinate of the leading front of the dense layer of the avalanche.

The rate of the volume influx to the core from the powder layer is denoted here by V and con­
sists of two terms: the first is V21 and the second is connected with sedimentation in the powder
layer:

V= -V21 + Vs
vs = vs cos lj/

(27)
(28)

where lf/ is the slope angle and vs is the settling velocity of the snow particles in the powder layer.
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4.4 Brugnot and Pochat, 1981

The flow equations of the model are the continuity and the momentum equation:

(29)

[
p p2]= canst - f.gS cos lf/ + fig-2 + fig-
R SR

(30)

where:
- S = sp [kg/m] with s the transversal section of the flow andp the snow density (during the

flow, the snow density varies with the speed and the snow depth; the authors proposed the

following form ofvariation: p= t ) , p0 is the density at rest, Vo the threshold
l+a V-Va

speed at which p varies and a the coefficient ofvariation);

- P [kg/s]is the snow flow rate;
- h is the flow depth;
- g is the gravity acceleration;
- lf/ is the slope angle;

- n is a variable used to describe the wet area of a section (s = khn);
- fs,/I and/t are coefficients of static, laminar and turbulent friction, respectively.

The equations above are applied to the entire flow domain; at the front of the avalanche, the
authors use boundary conditions of the "mobile jump" type:

W(S-S0)=P

P(W-V)=~(Sh-S0h0)n+l

(31)

(32)

where V is the avalanche average velocity, Wis the front velocity, So the entrained snow mass per
unit travelling distance and ho the erodible snow depth.

The phenomenon of snow entrainment up-stream of the avalanche front is not well known and
the mathematical model proposed by the authors schematises the entrainment of snow with the hy­
pothesis that a given snow depth ho, provided by the user in each section, is completely entrained at
the avalanche front (Figure l 0).
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Figure l 0: Treatment ofsnow entrainment as a hydraulicjump at the avalanchefront in the model of
Brugnot andPachat (1981).

4.5 Hungr, 1995

The avalanche mass (Hungr' s model applies to rapid flow slides, debris flows and avalanches)
is represented by a series of blocks contacting each other, free to deform and with a constant vol­
ume. The model is based on a Lagrangian finite difference solution of the equations of motion,
which are formulated in curvilinear co-ordinates and for a moving mesh, as illustrated in Figure 11.

0

Figure 11: The Lagrangian mesh in curvilinear co-ordinates. Boundary blocks are numbered i == l to
n, mass blocks J== l to n-l (Hungr, 1995).

At the end of each time step, the integration ofNewton's second law leads to:

(33)

vi' is the initial velocity of the ith block and vi is the velocity of the block at the end of a time step, F
is the net driving force acting on a boundary block, M is the time step interval, r is the bulk unit
weight of the boundary block, g the gravitational acceleration and M the momentum flux due to
erosion.

The deposition and entrainment of material at the base or sides of the flow can be simulated
by changing the volume of each boundary and mass block in each time step, in assigned entrain­
ment or deposition zones along the path, by a prescribed amount. The momentum flux M is set to
reflect momentum changes caused to the mass changes. Considering a streamline, representing the
flux integrated over the entire cross-section, Newton's second law in terms ofmomentum is:
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F= L'.(mv)
M

(34)

where m and v are the mass and the velocity of a boundary block and ~ signifies a change in
a time step. The momentum of a block, equal to mv, changes in the course of a time step in response
to changes of both the mass and the velocity of the block. Neglecting the second-order term, the
momentum after a time step is:

mv+ ~(mv) == mv+ (~m)v+ m(~v), (35)

from which

m(~v)== ~(mv)-(Sm)» =FM-(Sm tv (36)

4.6 Sovilla and Bartelt, 2002

The model proposed permits to analyse the effect of the snow bed stratification on the erosion
process. The avalanche increase its mass by eroding a snow layer with characteristics specified by
the user. The erodible snow may be built up of different layers with a heights and density equal to
those of the real avalanche event.

Experimental measures realised on the Swiss test site Vallee de la Sionne with the use of a
FMCW radar showed that the erosion process at the avalanche front (ploughing) seems to dominate
over basal erosion.

The model equations are:

BA 8Q · ·-+-==S +S8t ax e d

BQ +!_[a Q
2

] = A [gF0 + gF1 + gF, ]- ÅgA ah cos rpat ax A ax

(37)

(38)

where:
- Se e Sd : volumetric snow entrainment and deposition rates [m2/s] which represent the

volumetric variation of the avalanche caused by the entrainment and deposition of material
along the avalanche path;

- gF0: gravitational acceleration along the track;
- Fi: flow friction;
- Fe: entrainment friction;
- (fJ : terrain inclination;
- Q: avalanche flow rate;
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- A: transversal section of the avalanche.
Fe is considered to be negligible in comparison to the other friction sources.

In the Voellmy-fluid model the erosion processes are introduced using Grigorian and Ostrou­
mov theory (Grigorian and Ostroumov, 1977). The friction introduced by the new mass (the eroded
mass incorporated into the avalanche at the avalanche velocity) have to be taken into account by a
variation of the model parameters (turbulent and kinematic friction.Z and µ) and by the coefficient

of active/passive pressure Å.

The events mentioned above from Monte Pizzac and Vallee de la Sionne were simulated
using two different dynamical models: the Voellmy-fluid model and the NIS model (Sovilla and
Bartelt., 2002). For both models, two different entrainment mechanisms were tested:

- "Front entrainment" (the eroded mass is instantaneously accelerated to the avalanche veloc­
ity);

- "Distributed entrainment" over the avalanche path (the acceleration of the eroded mass re­
quires a specified amount of time).

Distributed entrainment near the front gave the best fit to the experimental data for both test
sites. The authors claim that the distribution ofmass inside the avalanche (the dislocation of the en­
trained snow in the avalanche), can influence the dynamics of the avalanche more than the quantity
of the eroded mass.

4.7 The SOMOS erosion module (Sailer et al., 2002)

The simulation model SAMOS (Sampl and Zwinger, 1999) distinguishes between the dense
and the powder component of a dry-snow avalanche. Because of the completely different features
of the two components, different models have been developed to describe their motion. The two
models are coupled by an additional model which describes the mass and momentum exchange be­
tween the two components of the avalanche. The snow entrainment module was added later by the
two authors, but a detailed description of the underlying theory has not yet been published. The in­
put parameters of the model are: (i) snow mass (given as the height, density and extension of the re­
lease area); (ii) the mean diameter of snow particles that are transported in the powder layer of the
avalanche; (iii) the density of the dense layer. In the latest version of the model, the erodible areas
along the avalanche path are defined by specifying the snow density, depth and width of the erod­
ible layer.

The entrainment process considered is not erosion at the sliding surface of the avalanche but a
"ploughing-in" of the resting snow in front of the dense-flow avalanche layer. The erodible snow
depth and its density have to be imposed as boundary conditions of the model. The snow eroded at
the front is deflected parallel to the front surface (Figure l 0) and the eroded mass-flow is:

m== puwh, (39)
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where p is the density of the eroded snow, w the flow width, h, the erodible snow depth and u the
velocity of the eroded snow hitting the avalanche front. Part of the eroded snow is incorporated into
the dense part of the avalanche and the remaining by the powder part:

m= m, +mp
,nd == L: m

(40)

(41)

/d is a parameter that takes into account the fraction of eroded snow entrained in the dense flow.
/rl if the entire eroded snow is incorporated into the dense flow./d is determined heuristically and
is a function of:

- the ratio between the flow height and the erodible snow height;
- the ratio between the density of the dense flow and of the erodible snow cover;

- the Froude number F=-u-
r fih:.

The authors have decided to use the following ratio to determine /d:

t. =min(~,1)
2max

(42)

where z'b and z'max are the vertical height of the point B and the maximum height of the entrained
snow flux, respectively (Figure 12).

.,.,.

~--\,
.. -' "-i " 1 f ·.r

Figure 12. Snow entrainment at thefront of the dense avalanche layer (Sailer et al., 2002).

The force that acts as resistance to the dense layer flow, necessary to deflect the entrained
mass, is obtained from the momentum equation applied to the control volume A-B-C-D-E-A shown
in Figure 12:

F;wh, = m(U-UB cosa)-wA ABCDEgpsina (43)

where UB is the velocity in B of the deflected/entrained snow and a is shown in Figure 12.
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4.8 CEMAGREF erosion and deposition models (Naaim et al., 2003)

4.8.1 The erosion model

Depending on the flow phases, the avalanche flow applies more or less high stress on immo­
bile snow cover . When this exceeds the grain stress threshold, erosion occurs: the particles are
pulled up and entrained into the flow: the total mass of the avalanche increases. On the other hand,
when the friction at the bottom becomes dominant, the moving grains situated at the bottom are
stopped and deposited. In this case, the total mass of the avalanche will progressively decrease.

Before tackling the formulation of the mass exchanges, it is necessary to recall one of the
main hypotheses used in shallow water theory related to velocity profile similarity:

u(z,t)=uf(r;)
zr;=-
h

(44)

where u is the velocity, h the flow height and z is the orthogonal coordinate to the main slope. At an
altitude b, the velocity can be written as:

- b -( b elf )u(b)=uf(-)=u f(0)+--(0)+ ..
h h dr;

(45)

if b is small and f(0)=0 (continuity), then: u(b):::; il g_ df
h dr; 17=0

Given a free surface flow of h as flow height and u as mean velocity, flowing over a mobi­
lized bed made of the same material as the moving one, the infinitesimal layer of & as depth situated
between the moving layer and the immobile material (interface layer) is submitted to the following
forces:

- the friction force exerted by the flow: µpghScos0;

- the force resulting from the flow depth gradient: kpgSceosef/h;

- the adhesion and friction forces exerted by the immobile material:
res+ µstartS(h + &)pgcos0.(h + &) ;

- and the weight: pgS&sin0;

where:
- µ and µstart are dynamic friction coefficients (Poliquen, 1999);
- g is the gravitational acceleration;
- & is the depth of the layer;
- S is the surface of the layer;
- rc is the internal (adhesion) stress of the layer.

The sum of the external forces is:
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pgS[z sin 0 + µhcos0-kccosfNh- ~ - Atari cos0(h +c)] (46)

If this sum is positive, erosion will occur. Before entraining the layer, the flow will first remove the
internal forces resulting from friction and adhesion. Afterwards, the velocity of the layer will be
progressively brought from zero to the flow velocity. Erosion occurs in two stages: the collapse
phase followed by the entrainment phase. During the collapse phase, no movement occurs, and the
momentum conservation equation applied to the infinitesimal layer is expressed as:

c( tan0- µstart -kVh)-~+(µ- µstart )h= 0
pg

(47)

The depth of the flow that will be disintegrated and entrained is limited by the following
value:

-r
_c + (µ(h,u)- µstar)h
p

8c=--ta_n_0 µ_st-ar_t_-k_V_h_ (48)

Once the material breaks up, the depth likely to be entrained during the time Lit corresponding
to the layer ofwhich the gain in momentum is equal to the sum of the external forces:

d(mu) --- = pg&sin0 + µj~(h)cos0- µpg(h + &)cos0- pg&cos(lvh
dt

(49)

During the entrainment phase cohesion does not intervene (it was broken up in the disintegra­

tion phase) and µstart = µ. The momentum of the layer increases from zero to pm(~). We can then
2

write:
l & --pm(-)= pg&sin0 + µpghcos0- µpghcos0- µpg&cos0- pg&cos(lvh
M 2

l & [ - ]-u(-)= gcos0 tan0- µ-v'h
M 2

(50)

(51)

Thanks to the velocity profile similarity approximation, the entrainment rate can be given by:

& 2h [ ]M =Øe;;:; -:::;-df gcos0tan0-µ-Vh
u-

dr; r;=O

(52)
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4.8.2 The deposition model

When the sum of the external forces becomes negative, the flow decelerates. The layer situ­
ated at the bottom is the slower layer. The dynamics of this layer is governed by momentum con­
servation. The depth likely to stop during a lapse of time M is fixed by:

d(mu) -
-- == pg&sin0 + µpg(h-&)cos0- µpghcos0- pg&cosflvh
dt

If after a lapse of time the layer stops, its momentum will vanish:

-~ 8 -+--u(-)== pg&sin0 + µpg(h- &)cos0- µpghcos0- pg&cosflvh
M 2

(53)

(54)

With the velocity profile similarity approximation the deposition rate can be written as:

& - 2h [ - ]- = Ød ,:::, df g cos 0 tan 0 - µ - Vh
11.t -=:-u -

d17 r;=O

(55)

4.9 Erosion deposition processes in the saltation layer (Issler, 1998)

SL-1D (Issler, 1998; Issler et al., 2000) was developed to describe the flow of powder-snow
avalanches, taking into account their denser bottom layer consisting of particles ranging in size
from snow grains (diameter 0.1-1.0 mm) to snow blocks up to 0.5 m in diameter. This layer is
called saltation layer by some authors, due to some similarities with the saltation layer well known
from blowing snow; the term resuspension layer is also used. The saltation layer is characterised by
its intermediate density, estimated to range from 10 to 100 kg m-3 (Issler, 2003), which implies that
particle collisions are not rare, but do not dominate the dynamics either. Saltation-layer deposits are
sometimes clearly distinguishable from the deposits of the dense core or the powder-snow cloud
(Issler et al., 1996), and they may extend several hundred metres farther than the dense-flow depos­
its.

In the FMCW radar plot shown in Figure 4, a flow phase with large echo intensity is seen to
arrive about 15 s after the front, where the echo intensity and presumably also the density are much
smaller. This delay corresponds to a distance of about 500 m from the front. It is also clearly seen
that all erosion (approx. 1.5 m in that giant avalanche) occurred underneath the saltation layer.
These aspects of powder-snow avalanches are captured in SL-lD by coupling a saltation layer to a
suspension layer (the dense flow is disregarded), using depth averaging in both layers. The general
structure of the balance equations is like that of other depth-integrated models. However, the key
difference from other two-layer models like Eglit's (1983) is the assumption that the dynamics of
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the lower layer and the mass exchange with the snow cover is governed by the trajectories of sal­
tating particles. In particular, the depth and the density of the saltation layer are determined by the
saltation height of the particles, which is a function of their velocity. Similarly, the bottom friction
is determined by the impact rate and concomitant momentum loss of the particles.

In the balance equations for mass and momentum of the snow cover and saltation layer (the
suspension layer is not of interest in the present context),

d(poho)
dt = qsed - qerod, (56)

a(p1h1) a(p1h1u1)at + as = qsett +qerod -qdep -qsusp, (57)

a(p1h1u1) a(p1h1ut) _ h . 0 a(IJ.p2h2h1 + !J.p1hi2 12) 0 (a) (a)
+-----Pi Igsm ----------gcos +r21 -i-10

at as as (58)

+ raqsettu2 + C/Jaqerod - /Jbqdep - /Jcqsusp)u1,

the subscripts 0, l, 2 refer to the snow cover, saltation layer and suspension layer, respectively. p is
the density, !J.p the density minus the air density, h the layer depth, u the layer-averaged velocity, g

the gravitational acceleration, and 0 the slope angle. rW and r}~) are the aerodynamic shear

stresses exerted by the suspension layer on the saltation layer and by the saltation layer on the snow
cover; they will not be discussed further here. The first equation keeps track of the erodible snow in
the snow cover, with qdep and qerod the mass fluxes of deposited and eroded snow. qsusp and qsett are
the mass fluxes from the saltation layer to the suspension layer and vice versa. The second equation
is not to be understood as a differential equation for h1, which is determined by the algebraic rela-

tion h1 (s,t) = /JJut /(2gcos0), but for the variable density p1.

The fifth term on the right-hand side of the momentum balance equation captures the (verti­
cal) flux of (longitudinal) momentum, carried across the interface between the layers by settling
particles; rau2 is their mean velocity at the interface. In a similar way, the last three terms describe
the momentum fluxes due to the mass fluxes of particles that are, respectively, ejected from the
snow cover, impact on it, or are carried into the suspension layer by turbulent eddies. Their mean
longitudinal velocities are /Ja u1 for ejected particles, /Jb u1 for impacting particles, and /Jc u1 for sus­
pended particles. From studies ofblowing snow, one infers /Ja~ 0.5, /Jb ~ l, /Jc 2:'.: l, and /Jd ~ 0.3-0.5
(with large uncertainties).

Closure of this system of equations is obtained by specifying the mass fluxes, of which only
qdep and qerod are relevant to the present topic. The deposition mass flux equals the mass per unit
footprint area, m1 = p1 h1, divided by the mean jump duration:
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(59)

An impacting particle is likely to get stuck in the snow cover if its velocity is low, but the faster it
is, the more secondary particles will be ejected from the snow cover. This suggests the ansatz qerod ==
qdepf{u1) with an ejection efficiency function/, which was chosen as

f(u1) == 1- a+ a(__!!]__J
2

Uthr
(60)

for the lack of more precise knowledge. Uthr is the velocity at which qerod == qdep and is mainly a
property of the snow cover; its value is in the range 3-10 m s-1. The parameter a is difficult to esti­
mate a priori; back-calculations lead to values in the range 0.01-0.1.

Note that the deposition and erosion rates actually decrease as the saltation-layer velocity in­

creases (for u1 << uthr /,J;;), in stark contrast to all other models discussed here. This behaviour is

a direct consequence of the assumed quasi-ballistic particle trajectories. Another interesting and
connected property is the approximate velocity independence of the particle-borne bottom shear

(p) _ (/3 /3 f( )) _ /3b - f3af(u1) 0 ( )stress, r10 - b - a u1 qdepu1 ------m1gcos ( r1; , the aerodynamic drag, is neg-
2/Jd

ligible).
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Modelling of snow entrainment in avalanche dynamics

M.E. Eglit, K.S.Demidov

l. Introduction

It is known that a snow avalanche usually entrains a large amount of the snow
from the slope during its motion (Sovilla and Bartelt, 2002). Without
entrainment an avalanche cannot move for a long distance: it stretches along the
slope and its velocity decreases. The entrainment affects the motion in two
different ways. From one side, it leads to deceleration of the avalanche due to
avalanche kinetic energy expenditure in accelerating the entrained snow masses.
From the other side, it makes the avalanche larger, the flow height increases.
The bed friction force per unit mass decreases because of that and therefore the
avalanche tends to be accelerated. In some situations these two tendencies can
be balanced. Then the entrainment may not affect the avalanche runout distance,
though it does affect the avalanche dimensions (Eglit, 1982).
The ways of modeling the snow entrainment in avalanche dynamics are not
established yet. Besides, the mechanisms of entrainment can be different
depending on the avalanche type (whether it is heavy dense avalanche, or light
dry one, or a powder one). And in the same avalanche there can be various
mechanisms of entrainment (Issler and Gauer, 2003).
The first models for snow entrainment have been proposed in Russian papers
(Briukhanov et al., 1967; Grigorian et al., 1967; Eglit, 1968; Grigorian and
Ostroumov, 1977; Kulikovskiy and Sveshnikova, 1977; Eglit, 1983). In all
mentioned papers exept the paper by Kulikovskiiy and Sveshnikova an approach
similar to the shallow water theory had been used to describe the motion. Some
models assumed that the entrainment took place at the flow front. The others
included gradual entrainment from the bed (from the underlying snow layer).
The entrainment at the front had been proposed in (Briukhanov et al., 1967;
Grigorian et al., 1967) for modelling dense avalanches. The first idea was that a
dense avalanche operated like a bulldozer pushing the snow ahead of it,
breaking its structure and involving it into the motion. Then the front was a kind
of "hydraulic" jump with a "phase transition": the media at different sides of the
jump were not the same - ahead of the front it was a solid and behind it behaved
like a fluid (however, with more complicated properties).
The model for the gradual entrainment from the bed for dense avalanches had
been proposed and used by S.S. Grigorian and A.V. Ostroumov (1977), for
powder avalanches by A.G. Kulikovskiy and Sveshnikova (1977), and for dry,
powder and mixed avalanches by M. E. Eglit (1983). The basic assumptions
about the entrainment mechanism for heavy dense avalanches differ from those
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for light dry ones. Therefore, the terms responsible for the entrainment in the
equations are different in different models. S.S. Grigorian and A.V. Ostroumov
( 1977) assume that the boundary between the moving avalanche snow and the
underlying static snow layer is again a shock wave, in which the snowpack is
destructed and involved into the motion. This shock wave is supposed to be
inclined to the bed and no jump of the height occurrs in the avalanche front. In
the papers (Eglit, 1983; Eglit and Veltischev, 1985) the snow (and air)
entrainment is supposed to be caused by a turbulent mixing at the boundaries of
the flow. The mechanism is similar to that for mixing in turbulent jets. The
main reason for mixing is the instability of the boundaries causing formation and
breaking of waves at the boundaries. The disturbances growth rate is known to
be proportional to the velocity difference between the flow and the ambient
media. So the entrainment rate in the papers (Eglit, 1983; Eglit and Veltischev,
1985) is assumed to be proportional to the avalanche flow velocity and to
depend on the flow and the ambient media density ratio.

In the present paper the results of calculations using some formulae for the
entrainment rate from the bed are presented. These formulae were found in
phenomenological theories for flows of various physical natures. The main
conclusion is the following. At any reasonable entrainment law the larger are the
velocity and the flow depth - the larger is the entrainment rate. In the transition
zone of an avalanche path the maximum velocity and flow depths usually take
place near the front. So in motion along steep slopes the snow is entrained
mostly by the frontal part of the avalanche. Since this frontal part is usually
short in comparison to the length of the whole body of the avalanche, it can be
treated from the mathematical point of view as a jump (a discontinuity) and
therefore we in fact return to the first model with entrainment at the front, at
least for the motion in the transition zone. Of course, in motion along the slope
with a varying slope angle the maximum values of the velocity and of the flow
depth can be at a distance from the front (Eglit and Sveshnikova, 1979). But it
does not always mean that the entrainment rate is maximal there: all available
snow could be entrained by the frontal part of the avalanche and in this case
there is no entrainment anywhere except the frontal zone.

2. The basic equations

We consider a motion of a dense avalanche in a channel with trapezoidal cross­
section. The cross-section averaged equations for mass and momentum
conservation are

as asu
-+-~q'at ax
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asu asu 2
• a l 2 l r L p

-+--=Sgsmljf--(-g1 cosip h (B+-r;h)) --sgnu, (l)at ax ax 2 3 p
es;
-=-q.at

Here t is time, x is the coordinate along the path, s is the flow cross-section
area, u is the velocity averaged over the cross-section, h is the flow depth, lf/ is
the flow bottom slope angle, B is the flow bottom width, g is the gravity
acceleration and g1 is the sum of the gravity and the centrifuginal accelerations:

2

g1 =g+~ , R is the curvature radius of the path; r is the friction stress
R

averaged over the wetted perimeter, Lp is the wetted perimeter, p is the flow
density and r; is related to the side wall slope angles rp1 and rp2 : r;= cot rp1 + cot rp2 •

The third equation in the system (l) is the mass conservation equation for the
underlying snow layer, t5 is its local thickness, and Ssc is its local cross section.
The following relations between the flow and channel parameters hold:

l l
LP =B+/Jh, /3=-.-+-.-,

sm <p1 sm <p2

l
S= (B+-r;h)h ,

2

l
Ssc = (Bbed +-r;J)J '

2
atS

lf/ = lf/bed - arctan- ,ax

Here Bbed and lf/bed are the width of the channel and its slope angle at the ground
(under the snow cover) or at the bottom surface of the snow layer, which is
supposed to be available for the avalanche.
The following relations determine the friction forces:

ti. l
_P =ku2 LP +µg1 COSlf/ h(LP --/Jh) at h ~h* ,
p 2

Here k and µ are the hydraulic and Coulomb friction coefficients, respectively,
r* is the minimum value of the shear strength for the flowing snow or the bed
material, and h* is the depth, at which the Coulomb dry friction equals to r*:
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T*h*==----
µÆ1 COSlj/

To have a closed system of equations we should specify the formula for the
snow entrainment rate q . Various possible formulae are presented in the next
section.

3. The formulae for the entrainment of the bottom material

3. l. Snow avalanches
3 .1.1. Models with entrainment at the front.

Consider first the models, in which the snow from the slope is assumed to be
incorporated into an avalanche in its front. The front is a jump: the snow layer
depth in front of it is h0 (the depth of the snow cover in front of the avalanche),
and just behind the front it is h, which is the avalanche flow depth. There are
no terms connected with the mass entrainment in the differential equations; the
entrainment is taken into account by the boundary conditions only. So we have
q == o in these models.

The boundary conditions at the front x == xI are the mass and momentum
conservation equations. For a flow in a channel with trapezoidal cross-section
they are:

(2)

l - l -
p== - p g l cos f// h 2 (B+- rJh) .

2 3

Here w is the speed of the avalanche front, li is its height, Sis the flow cross­
section and v is the avalanche snow velocity at the front; S0 is the cross-section
area of the snow layer, which is to be involved into motion by the avalanche, a*
is the strength at the compression for this layer, h0 is its thickness and p and Po
are densities of the snow in the avalanche and in the snow cover, respectively; P
is the force (resulting from the pressure), with which the avalanche acts to the
snow layer in front of it. If M< O, i.e., the force P is insufficient to disrupt the
snow cover, then, instead of the second relation in (2), it has been proposed to
use one of the following conditions (Eglit, 1982):

(2.1) w=V=O; (2.2) S0 = ~; (2.3) w=V, h =h0 =0.
a
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These conditions mean: (2.1) - the stop of the front, (2.2) - the entrapment of
only a certain part of the available snow cover, and (2.3) - the motion over the
snow layer without snow entrapment, respectively. The situation with M< o
typically occurs in the runout zone where the front velocity and flow height are
low. Calculations show (Eglit, 1982) that typically the conditions (2.2) and (2.3)
slightly increase the run-out distance comparative to the condition (2.1). For
simplicity it is possible always to use the condition (2.1) in calculations.
However the form of the front zone of the avalanche and its deposits depends on
the choice of the conditions (2.1), or (2.2), or (2.3).

3.1.2. Models with entrainment at the bottom surface of the avalanche
flow.
3.1.2.1. Heavy dense avalanches.
Below the approach proposed by Grigorian and Ostroumov ( 1977) to model the
entrainment from the bed by a dense avalanche is described following their
paper (1977). A flow in a chute with the rectangular cross-section is considered.
The entrainment rate q is supposed to depend on the load p generating by
moving snow on an undisturbed snow under it. The boundary between the
avalanche and the undisturbed snow is supposed to be a shock wave inclined to
the bed. Let h0 be the thickness of the snow cover, 8 be the thickness of the
undisturbed snow layer under the avalanche, co be the velocity of propagation of
the shock wave along the normal to it. The jump conditions for the momentum
and mass conservation are

(8)

where p0 , p1 are the densities in front of and behind of the shock, co, v are the
normal components of the shock wave velocity and the snow velocity just
behind the shock, p* is the snow cover strength to breaking, p is the full
pressure (hydrostatic plus dynamic) on the bed (i.e., on the surface of the snow
under the avalanche).

Relations (8) lead to

(9)

The parameter o characterises the compression of the snow during breaking
process and is supposed to be a known constant. The pressure p is given by the
relation
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p= p(ah + Cu2 ·sina), a= arctg(!!) (10)

2

where a == g cos lf/ +~, g is the gravity acceleration, R is the curvature radius of
R

the path; h and 8(S,t) are the local depth of moving snow and the local thickness
of the underlying snow cover, respectively, C is an empirical constant. Using (9)
one gets the following expression for entrainment rate q

q=OJPo B={~ ✓(p-p.)po, p>p. (11)
p O <, P-P*

Here B is the width of the chute, and the avalanche average density p is
proposed to be generally different from p1.
If c == o and the centrifuginal acceleration can be neglected, then the first line in
(11) can be rewritten as

q==k✓h-h*, (12)
where k is a constant coefficient (in motion along a constant slope).

Remarks. I) It should be added to (11) that q == O at 5 ~ h0, or h0 == O, or 5 == O.

2) It is supposed that the values of Po , h0 , p* are known. Still additional
assumptions on the values of the parameters a, C, and p are needed to make
calculations. The authors assumed that a == l, C == l, p == Po in their later
calculations.
3) Calculations by this model show that the entrainment usually takes place in
narrow (several meters length) frontal zone only.
4) The dynamical part of the pressure should not enter the jump conditions (8).
So C should be set equal to zero.
5) The described approach has sense if the flow velocity normal component v
is not equal to zero.

3.1.2.2. Light dry avalanches, powder avalanches and mixed avalanches
For light dry avalanches the entrainment mechanism was supposed to be similar
to that for turbulent jets. First this mechanism was proposed for a powder
avalanche in (Kulikovskiy and Sveshnikova, 1977). The mixing with the
ambient medium is caused by the instability of the boundaries leading to waves
formation and breaking on boundaries. It is known that the growth rate of the
disturbances on the boundaries between two layers is proportional to the
velocity difference of the layers and to the following combination of the fluid
densities p1 andP2 :

6



]P:;;;
P1 +P2

Besides it depends on the Richardson number. Basing on this approach the
following expressions for the mass exchange between the layers are proposed
and used (Eglit, 1983; Eglit and Veltischev, 1985; Nazarov, 1992; Eglit, 1998).
Three layers are considered. The lowest one is the layer of the snow cover not
entrained yet by the avalanche. Above it a dense core moves, and above the core
(sometimes in front of it as well) there can be a powder layer. The local
thicknesses of the layers are denoted by h0 ,h1 ,h2, respectively, and the densities
are Po , p1 , p2 • The formulae for the volume exchange rate V;1, i == 0, l, 2 between
the layers can be found, e.g., in (Eglit, 1998).The volume entrainment rate of
the underlying snow cover by a dense core is written as

l ✓P1Po (13)~o == m10 v2 1--- at h0 > 0; ~o == 0 at h0 == 0.
P1 +Po

The rate of the volume income to the dense core from the powder layer is
denoted below by v. It consists of two terms: the first one, ~2 corresponds to
the mass, which is entrained by the powder layer (i.g., loss ofmass by the core);
the second, Vs is connected with sedimentation process in the powder layer:

at h2 > 0 . ( 14)

Here lf/ is the slope angle, vs is the fall velocity of the snow particles in the
powder layer, and m10, m12 are coefficients, which can depend on the
corresponding Richardson numbers, but were taken to be constant in
calculations (Nazarov, 1992).

3.2. Mud flows
For mud flows the following formula for the entrainment rate from the bed per
unit flow width is proposed in the paper (Bozhinskiy and Nazarov, 1999)

(15)

Here me is a coefficient, U is the depth averaged flow velocity, U* is the
threshold velocity. The values me == 0.03 and U*== 2 m ls are recommended.
Another formula is proposed by Egizarov (1963):
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hiq=kQ-Ji -5__ 1
<Y2 fodpp-p

p

(16)

Here k is the coefficient, Q =pUS is the flow flux, i= sin lf/ , -5__ is the ratio of
CY2

the fall velocities of the particles in the mud flow and in the pure water, d is the
mean particle diameter, pp and p are the particle and flow densities, h is the
flow depth.

3.3. Slush flows
The following two models are proposed to describe the entrainment of the bed
material by a slush flow. The first one (Bozhinskiy et al., 1996) 1s

Here lf/* = 1°, U* is about l - 2ml s, and the coefficient k depends on the flow
density p :

k = I - exp[ p s - p J .
Pw-P

Here Ps Pw are the snow and water densities, respectively.
The same authors had proposed a two-layer model (Bozhinskiy and Nazarov,
1998) for a slush flow: the lower layer consists of pure water, and the upper
layer is a mixture ofwater and snow. It is supposed that

q = mU; Pa . (18)
Pw

Here the index a corresponds to water or to the snow-water mixture depending
on what layer entrains the snow.

3.4. Turbulent jets
3.4.1. Entrainment of the ambient fluid.
The entrainment of the ambient fluid is explained by the turbulent mixing at jet
boundaries. For two-dimensional stationary jets over an inclined plane the
entrainment rate coefficient E is introduced by the relation

E=_!_ d(Uh)
U dx '

with U, h being the height-averaged velocity and the width of the jet,
respectively. So we can write
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q == EU . (19)
The coefficient E depends on the Richardson numberRi . There exist many
empirical formulae describing this dependence. Some of the authors (Ellison and
Turner, 1959; Kato and Phillips, 1969) assume E to be proportional to Ri-n with
n varying between 0.5 and 1.5. For 0.8 >Ri> 0 the following formula had been
suggested for a jet with the temperature difference from the ambient one (Koh,
1971)

E= Ea[2(1+ /;J-lf5,

where E0 == 0.075 is the value of the entrainment rate coefficient in the absence of
temperature stratification. Another authors (Stolzenbach and Harleman, 1971)
approximated the dependence E(Ri) in similar experiments by a formula:

E== E0 exp(-5Ri).
For the same range of the Richardson number values the following formula had
been suggested for the entrainment of air by water in a spilling breaker in a
wave (Longuet-Higgins and Turner, 1974)

E== 0.08-0.IRi.
l+ 5Ri

A.T. Onufriev (1967) had studied the vertical motion of a hot gas vortex ring
usually arising as a result of the great explosion. He assumed the following
formula

E=a✓p , a=0.03-0.08.
Pa

Here p, Pa are the gas and ambient air densities, respectively; p< Pa. The author
refers to the experiments on turbulent jets mixing for the a values.

3.4.1. Entrainment from the bed. Wind - blown sand and dust transport
Many authors assume that the entrainment rate from the bed depends on the
shear stress on the bed. The following formula is proposed by Anderson and
Haff ( 1991) for the number of the particles N entrained by the wind per unit bed
area and per unit time

N==r;(r-rJ. (20)
Here r is the mean shear stress at the bed, rc is its critical value (no entrainment

at r< rJ, and r;== 105
-

1
-. The bed shear stress is often written as r== pu/,

N-s
where u* is the friction velocity and p is the flow density. Then the last
formula can be rewritten as

N== r;p(u/ -u*/). (21)
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The typical value u*c == 0.25m ls for the sand particle with the diameter 0.3 mm is
recommended. The relation (20) can be rewritten in the form

N== k p(u 2 -u*/) , (22)
since it is usually assumed that r== Cnpu2 where en is the drag coefficient.
In study of the dust lifting by air flows the following formula for mass
entrainment rate had been proposed in (Korolchenko and Tzarichenko, 1987):

3

<l>= kpph[~ -Ir .
Here u, uc are the air flow velocity and its critical value, respectively, and h
is the particle diameter if the separate particles are lifted by the flow, or it is the
particle layer depth if the agglomerates of particles can be lifted.

3.5. The erosion of soil by water flows.
The intensity of the soil erosion by flows arising due to a rain fall is proposed to
be described by the following formula (Wishmeier and Smith, 1965; Smakhtin ,
1993)

D1 == /3k2 (r-rJ (23)
Here DI is the soil mass flowed out per unit area and per unit time, f3 equals the
fraction of the area where the soil can be entrained by the water flow, and k2 is
the coefficient, which characterises the capability of the soil to be eroded. To
determine rc the following empirical relation is used (Smerdon and Beasley,
1961):

rc == 0.5 · l 00.01s3r '

where r is the concentration of clay in percents; rc ~ 34Pa at r== 100% and in the
absence of clay it is 0.5 Pa. In practical calculations the author (Smakhtin , 1993)
takes r== 35%, k2 == 10-6, f3 == O.Ol for a grain-growing area and /3 == 0.06 for a
meadow. In steady flows moving with constant velocity r== pghsinlf/. In this
case the formula (23) can be rewritten as

r==k(h-h*). (24)

3.6. Turbidity currents
C. Teisson et al. (1993) proposed the following formula for the entrainment rate
of sediments by turbidity current

{
aB(u2 -u/f

q ==
0 at

(25)

n can be between l and 3.5.
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Another formula, which determines q for turbidity currents, is used in (Akijama,
and Stefan, 1988)

(26)

3.6. Blowing and drifting snow.
Remark An approach described in (Gauer, 2001) could be included here.

4. Numerical investigation

4.1. The values of the model coefficients, and the initial conditions
Calculations were made for the model described in section 2 with various
formulae for the entrainment rate. The goal was to study what is the difference
in results at different entrainment laws. The following values of the model
coefficients were used.
p==- 300kg l m3

- the flow density
k ==- 0.05 - the hydraulic friction coefficient
µ ==- 0.3 - the Coulomb friction coefficient
r*==- l530Pa - the minimum of the shear strengths of the flow and bottom

materials
rp1 ==-rp2 ==- 20° - the side walls inclination angle

B0 ==-50m - the channel bottom width
Various initial conditions were tried. The results given below the initial
conditions were:
h ==- 2m, u ==- 0 at 50 < x < l 00 m ; h ==- 0, u ==- 0 out of this interval.

4.2. Formulae for the entrainment rate.

11



Various formulae for the entrainment rate had been tried in this work. Here the
results are presented for the following three simplified versions of those
described in the previous section.
Version A

q=aBu, (27)
where a is a constant coefficient, B is the bottom width of the channel.. This
formula can be regarded as a simplified variant of the relation (13): the densities
in the snow cover and in the avalanche dense core are supposed to be constant,
then the dependence on the density ratio can be included into the coefficient a .
A.N. Nazarov (1992) made back calculations of real avalanches and found
a= 0.005 to be a proper value for mass exchange between the dense core and the
snow cover, and a= 0.015 for interaction between the powder layer and the snow
cover. In fact the formulae (15), (18), (19) have the form (27) as well, if one
neglect u* .
Version B

q=aB(h-h*). (28)

This formula coincides with (24) and is qualitatively similar to (12) in the sense
that the entrainment rate depend on the load on the underlying snow cover, i.e.,
on the flow depth. For the soil erosion by rain flow the values a~ 10-s _!_

s
h*~ 10-2 m follow from (Smakhtin, 1993).
Version C

q=aB(u2-u/) • (29)

This formula is a variant of (25) at n = l. The value of u* = 3m ls was typically
used in our calculations.

4.3. Numerical investigation

Let us describe first the motion in a chute with constant geometry and constant
incline to a horizon. The snow cover height under the avalanche body in the
moment when the avalanche front is at a distance 920 m from the starting point
is shown at Fig. l. The entrainment rate is taken in the form (27) with values of
a varying between 0.0001 and 0.05. The initial snow cover height is 0.3 m.

12
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Fig. l. Distribution of the snow cover depth 5(x) under an avalanche.
Calculations at various values of the coefficient a in (27). The avalanche front
coordinate is 1002 m., and the rupture line coordinate is 50 m. (l) a ~0.0001,
(2) a ~0.0005, (3) a ~0.001, (4) a ~0.002, (5) a ~0.003, (6) a ~0.008,
(7) a ~0.05.

At low values of the entrainment coefficient a (Fig. l, curves l and 2) the
avalanche did not entrained all available snow in any point yet. At a ~ 0.008 the
length of the frontal zone where the entrainment of all available snow occurs is
less then 3% of the length of the body. There is a short zone in the back part
where the snow cover is not entrained yet. It is because the velocity is equal to
zero at the initial moment, and it is always lower than the velocity in the frontal
part of the avalanche. Still the entrainment by the tail continues during motion,
according to (27), and this back zone with the unentrained snow becomes
shorter and shorter.
The results obtained by use of formulae (28) and (29) qualitatively coincide with
the results described above.
Figures 2 and 3 present the distribution of the flow depth h and that of the
velocity u at various values of the entrainment parameter a in the formula (27).
The curves at the Fig. 2 are plotted for the moments when the coordinates of the
flow cross-section with maximum values of h coincide for different avalanches.
Similarly, the curves at the Fig.3 compare the velocity distributions at the
moments (different for avalanches with different values of a) when the
coordinates of the flow cross-section with maximum value of u are the same
(equal to l 002 m.). The location of the point of transition from the parts of the
curves with rather steep flow depth and velocities variation to much more

13



gentle part at curves 4-7 coincide with the back front of the entrainment zone;
there is no available snow under the avalanche behind this point.

3 h, m/s
2.5

1.5

1

0.5

0---------
800

x, m

850 900 950 1000 1050

Fig.2. Dependence of the flow depth distribution along the avalanche body on
the value ofthe entrainment coefficient a. Entrainment by theformula (27). The
coordinate oftheflow cross-section with the maximum value of h is l002 m.
(l) a =0.0001, (2) a =0.0005, (3) a =0.001, (4) a =0.002, (5) a =0.003, (6)
a ==0. 008, (7) a ==0. 05.
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Fig.J. Dependence of the flow velocity distribution on the value of the
entrainment coefficient a. Entrainment by theformula (27). The coordinate of
the.flow cross-section with the maximum value of u is 1002 m.. (l) a =0.0001,
(2) a =0.0005, (3) a =0.001, (4) a =0.002, (5) a =0.003, (6) a =0.008,(7) a ==0.05.

Comparing the curves l and 7 at the Fig.2, 3 we see that that if a is 50 times
larger then the maximum value of h is only 5 times larger and that of u is 2
times larger. Typically if a is two times larger then the increase in maximum
values of h is about 40% and in maximum values of u is about 20%. Analogous
behaviour was found using the other formulae for the entrainment rate (see, e.g.,Fig. 4, 5).
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--~
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Fig. 4. Dependence of the flow depth distribution along the avalanche body on
the value of the entrainment coefficient a. Entrainment by the formula (28),
h* == O. The coordinate oftheflow cross-section with the maximum value of h is
1002 m.. (l) a==0.002, (2) a==0.006, (3) a==0.01, (4) a==0.014, (5) a==0.018,
(6) a ==0. 02.
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Fig. 5. Dependence of the flow velocity distribution on the value of the
entrainment coefficient a. Entrainment by the formula (28), h* == O. The
coordinate oftheflow cross-section with the maximum value of u is l 002 m.
(l) a==0.002, (2) a==0.006, (3) a==0.01, (4) a==0.014, (5) a==0.018,
(6) a ==0. 02.
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Figures 6, 7, 8 show the variation of maximum over the avalanche body values
of flow depth and flow velocity versus the front coordinate at different values of
a. Formula (28) was used in these calculations. During the first moments after
start (first 100 hundred meters) there is a strong influence of the initial
conditions, but after a rather regular behaviour is observed and at low values of
the entrainment coefficient the flow depth and velocity can decrease. If the
avalanche starts to entrain all available snow in the frontal zone (values of the
entrainment coefficient high enough) then the maximum values of the flow
depth and the velocity tend to constant values in motion along the constant slope
(see Fig. 8, where larger travel distances are shown).

2.5 hmax, m

2 6

1

0.5

0

~l
x, m

400 600 800 1000 1200

Fig. 6. Dependence of the maximum value of the flow depth on the front
coordinate at various values of the entrainment coefficient a. Entrainment by
theformula (28), h* ==0. (l) a==0.002, (2) a==0.006, (3) a==0.01, (4) a==0.014,
(5) a==0.018, (6) a==0.02.
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Fig. 7. Dependence of the maximum value of the flow velocity on the front
coordinate at various values of the entrainment coefficient a. Entrainment by
theformula (28), h* ==0. (l) a==0.002, (2) a==0.006, (3) a==0.01, (4) a==0.014,
(5) a ==0. OJ 8, (6) a ==0. 02.
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Fig.S. Dependence of the maximum values of the flow depth (curves 1,3) and
flow velocity (curves 2, 4) on the front coordinate at various values of the
entrainment coefficient a (large travel distance). Entrainment by the formula
(28), h* = 0.

Analysis of the calculation results show that if an avalanche entrain all available
snow, then the avalanche parameters in motion along a constant slope depend
mainly on the depth of the available snow layer and on the length of the
entrainment zone, and do not depend on the details of the formula for the
entrainment rate. Figures 9, 10, 11 demonstrate the results obtained by use of the
formulae (27), (28), (29) with the coefficients, which give the same value of the
length of the entrainment zone: a= 0.0039 in (27), a= 0.00055s l m, u* = 3m ls in

(29), and a = 0.021.!., h. = 0 in (28).
s
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Fig.9. Dependence of the maximum values of the flow depth (lower curves) and
flow velocity (upper curves) on thefront coordinate at various entrainment laws.
The length of the entrainment zone is the same in all variants. For the values of
the entrainment coefficient a see the text.

10 - h, m
9 u, m/s

8
7
6
5
4
3
2
1
0

0 200 400 600

x,m
-·-·-7

800 1000 1200

Fig.JO. Flow depth (lower curves) and flow velocity (upper curves)
distributions along the avalanche body at various entrainment laws. The length
ofthe entrainment zone is the same in all variants.
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Fig. 11. The shape of the surface separating the snow cover (right) and the
avalanche snow (left) at different entrainment laws for the same length of the
entrainment zone.

The results presented in the last three Figures allow to hope that the correct
values of avalanche dynamical parameters probably can be obtained by any
entrainment law which is based on reasonable physical hypotheses.
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Possible Erosion Mechanisms in Snow Avalanches

Peter Gauer and Dieter Issler"

Norwegian Geotechnical Institute, Postbox 3930 Ullevaal Stadion, N-0806 Oslo, Norway

ABSTRACT. Snow erosion and entrainment processes in avalanches are clas­
sified according to their mechanisms, the flow regimes in which they occur, and
their spatial position within the avalanche. Simple, but process-specific models are
proposed for erosion by impacts, abrasion, plowing, and blasting. On the basis of
order-of-magnitude estimates, the first three mechanisms are clearly expected to be
important. The fourth mechanism stipulates that the compaction of the snowcover
ahead of the avalanche leads to the flow of escaping air just in front of the avalanche
that may disrupt the snowcover and support formation of a saltation layer. The ef­
fects of this hypothetical mechanism resemble those of the plowing mechanism. All
mechanisms depend strongly on the snow properties, but with plausible parameter
values, erosion rates at or above the experimentally found rates are obtained. The
entrainment rate of an avalanche is most often limited by the shear stress needed
to accelerate the eroded snow to avalanche speed.

l INTRODUCTION

A few centuries ago, snow avalanches were depicted
as ever growing snowballs rolling down the mountain
sides. One aspect of this naive concept of avalanching
has been vindicated by recent observations and mea­
surements (Issler and others, 1996; Sovilla and others,
2001): The entrainment of snow has now been recog­
nized as a major factor in the dynamics of avalanches. It
must be concluded that perhaps the majority of medium
to large avalanches double or even triple their mass
from release to runout; in the track, the moving mass
may be more than five times the original mass (Sovilla
and others, 2001). From measurements with profiling
radars (Dufour and others, 1999), erosion rates above
200 kg m-2 s-1 have been inferred (Issler, 2003) during
the very rapid removal of up to l m of fresh snow at
the avalanche front, while they were found in the range
of 10-50 kg m-2 s-1 during episodes of more gradual en­
trainment in the head of dry-snow avalanches.

It has been clearly recognized for a long time that
entrainment has two aspects: One concerns the break­
ing up of the snowcover into particles (ranging in size
from snow grains to large blocks); this process is the
main focus of this paper and will be termed erosion.
The erosion speed We is the velocity (measured in the
direction perpendicular to the ground) at which the sur­
face of the intact snowcover is lowered due to erosion.
The other aspect is the entrainment of the eroded snow
into the flow through acceleration and possibly mixing.
The entrainment rate qe == Ps'r/eWe (kg m-2 s-1) is the
snow mass per unit time and unit area that is incor­
porated into the avalanche, where T/e is the fraction of
the eroded snow that is eventually entrained. Entrain­
ment distributes the avalanche momentum over a grow­
ing mass; the velocity diminishes unless there is suffi-

*Mailing address: NaDesCoR, Promenade 129, CH-7260
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cient net momentum gain from the gravitational and
resistance forces, mfc and mfR (m is the avalanch­
ing mass). To see this, the momentum equation for an
avalanche entraining mass from a resting snowpack is
mduav/dt + Uavdm/dt == mfc - mfR, or rewritten as
equation of motion duav/dt = fe - JR - fE. The ef­
fect on the avalanche of the entrained mass is that of a
pseudo force which causes a deceleration

fE = Uav dm = J!.!_ T/eWeUav
m dt Pav hav

(l)

Typical values for medium-size dry-snow avalanches on
a 30° slope are fc = g sin 30° ~ 5 m s-2, Uav ~ 30 m s-1,
flow depth hav ~ l m, and ratio of avalanche den­
sity to snow cover density Pav/Ps ~ 1-2. For rJeWe
of 0.05-0.lOms-1, fa ~ (0.l5-0.6)fc is a substan­
tial factor in the dynamics of the avalanche. In tra­
ditional avalanche models, these entrainment effects are
subsumed in the velocity-dependent resistive forces and
may contribute significantly to the wide scatter of back­
calculated friction coefficients through the strong depen­
dence of erosion and entrainment on topography, snow
and avalanche properties.

This paper focuses on erosion mechanisms, but one
should keep in mind that the entrainment rates that can
be realized in snow avalanches are often limited, not by
the work needed for eroding the snow, but by the large
fraction of the available shear stress that is absorbed in
the acceleration of the eroded snow.

The majority of dynamical (dense-flow) avalanche
models that include snow entrainment do not model a
specific entrainment process but add mass to the front of
the avalanche at a rate specified by the user (Briukhanov
and others, 1967; Brugnot and Pochat, 1981; Hungr,
1995; Sovilla and Bartelt, 2002; Sailer and others, 2002).
A heuristic velocity-dependent entrainment function is
used by Maeno and Nishimura (1979). Eglit (1983,
1998) assumes the entrainment rate to be proportional
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to the velocity, in analogy to the entrainment of am­
bient fluid in buoyant plumes or jets. Grigorian and
Ostroumov ( 1977) describe the erosion and entrainment
process in terms of a compressive shock front propagat­
ing through the snow cover underneath the avalanche
body, inclined at an angle a == arctan(we/U) to the
ground. The hydrostatic and dynamic pressures of the
avalanche at the interface to the snowcover determine
the compression of the eroded snow and the angle a,
thus the entrainment rate. For powder-snow avalanches,
an entrainment function derived from flume experiments
(Parker and others, 1987) has been used by Fukushima
and Parker (1990) and in adapted form by Gauer (1995)
to dynamically determine the mass increase of the flow.

The objective of this paper is to infer which erosion
mechanisms are most likely to occur in real avalanches
and therefore should be studied in more detail, both
experimentally and theoretically. We build on concepts
sketched in (Issler and others, 2000) and draw on work
on wear and fatigue in solid mechanics and on river bed
erosion in hydraulics (see Sec. 2). In Sec. 5, we compare
our order-of-magnitude estimates of the erosion speeds
of the proposed mechanisms with the data from several
measured avalanches.

2 EROSION PROCESSES IN OTHER PHE­
NOMENA AND SPECIFIC FEATURES OF
EROSION IN SNOW AVALANCHES

Rabinowicz ( 1995) distinguishes four main types of
wear, namely adhesive wear, abrasive wear, corrosive
wear, and surface fatigue wear, and a few special mech­
anisms. Among them, abrasive wear and possibly sur­
face fatigue wear should be most relevant with regard
to erosion in avalanches. Impact erosion is generally be­
lieved to be the dominant mechanism in blowing and
drifting snow, and has also been conjectured (Issler,
1998) to dominate in the saltation layer of powder snow
avalanches.

Abrasive wear occurs when hard asperities or parti­
cles slide over a softer surface, digging into it and plow­
ing grooves. The snow particles in an avalanche un­
dergo significant compression, by which their strength
increases greatly; they are thus capable of indenting
the usually much softer snowcover. Figure 7 of (Mears,
1980) gives evidence for abrasive processes at the base
of the dense core of avalanches. Surface fatigue wear
can be observed during repeated or continuous sliding
over a surface. The sliding induces surface or subsurface
cracks which eventually result in the breakup of the sur­
face. This mechanism is often observed during spring
time, when small avalanches break loose and start to
erode the whole snowpack. The photo mentioned above
also shows a crack from the sliding surface deep into
the snowpack. Impact erosion occurs when particles im­
pinge on the snowcover surface and, while moving along
the surface, abrade material or initiate cracking of the
surface. In Sec. 3, we present models for the abrasion
and impact erosion in avalanches.

Three main erosion mechanisms are discussed in the
fluvial hydraulics literature, see e. g. (Partheniades,
1965; Mehta, 1991; Zreik and others, 1998): Gradual
erosion of single particles from the surface occurs al-

ready at shear stresses an order of magnitude smaller
than the mechanical shear strength of the bed. (In
non-cohesive granular beds, surface erosion is also ob­
served to set in at shear stresses about one order of
magnitude lower than the mechanical shear strength.)
Under stresses comparable to the shear strength, en­
tire chunks of material are ripped off the bed following
failure along a deeply embedded plane (mass erosion).
Finally, waves cause cyclic loading/unloading and shear
stress; this may lead to fluidization of the surface layer
and subsequent entrainment and mixing (Mehta, 1991).

The mechanisms observed in fluvial systems need not
be directly relevant to (dense) snow avalanches because
of the low density of air and the overwhelming effect
of particle interactions with the snowcover. Neverthe­
less, there is presently an indication that mass erosion
may also occur in snow avalanches (see Sec. 5), and flu­
idization of the snowpack immediately in front of the
avalanche (due to excess pore pressure generated during
snow compression) or inside a dilute head (as a conse­
quence of underpressure at the snowcover surface) will
be considered in Sec. 4.

In all erosion processes, an important factor is the
strength of the eroded material. The snow strength
generally grows substantially with depth as the density
increases (except for weak layers) and will usually
exceed the avalanche stress at some point. It is indeed
often observed that erosion proceeds only to the
interface between the fresh snow and the old snowpack
(Issler and others, 1996; Sovilla and others, 2001).
The strength of snow shows a varying strain-rate
dependency. Abele and Gow (1975) performed strength
tests under rapid uniaxial loading in which the strain
rates were close to those expected in the case of an
avalanche. The stress-strain curves indicate an initial
phase of plastic behavior when the major principal
stress exceeds the yield strength, Y. During the plastic
collapse, the stress stays approximately constant until
the strain reaches the critical plastic strain, Em, beyond
which rapid strain-hardening occurs. Based on these
tests, the following relations between the yield strength
under compression, Y (in kPa) and the snowcover
density, Ps (in kgm-3), and between Em and Ps, are
derived to characterize the snowcover properties:

Ps-100

Y 2. l · 10 -----rso- (2)
Em ~ max(-7.0 X 10-4Ps + 0.268, 0) . (3)

Some inferences can be drawn immediately from these
properties: (i) The exponential dependence of snow
strength on snow density leads to a strong variability
of erosion speeds, (ii) the yield strength Y can be used
in first estimates of erosion rates, but will lead to over­
estimates, and (iii) strain hardening will limit the den­
sification to similar values in large and fast avalanches
as in smaller ones, despite significantly higher stresses.

3 EROSION BY DIRECT
PARTICLE INTERACTION

PARTICLE-

Measurements with profiling radar (see Fig. l) show rel­
atively long episodes with gradual erosion at moderate
rates, indicating the importance of snow erosion due to
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Figure l: Radar distance of the snow surface from
ground vs. time (thick line) and the corresponding ero­
sion speed (thin line). The association to the different
flow regimes is based on the radar echo intensity. Vallee
de la Sionne test site, radar A2, event of 1999/02/25
(derived from radar plot in (Dufour and others, 1999)).

particles impinging on the snow surface within the salta­
tion layer of avalanches. Each impact partly leads to
a densification of the snowpack, partly to loosening of
snow and its entrainment by the ambient flow. The im­
pacting particle itself may rebound from the surface or
penetrate it and get stuck. The particle sizes range from
approximately 0.25 mm to a few decimeters.

At the base of the dense avalanche core, the parti­
cles are in continuous contact and slide over one an­
other. Hard particles will plow grooves in the snowpack
under their own weight and the overburden load. The
snowcover is partly compacted and partly loosened and
entrained by the avalanche. This process is commonly
known as abrasion. In the following, we present a sim­
ple model for impact erosion and its adaptation to the
abrasion mechanism.

3.1 Erosion due to particle impact

According to (Johnson, 2001, Chapter 11), the impact
of snow particles on the snowpack during an avalanche
can cover the whole range from elastic-plastic over fully
plastic to extensive plastic flow and the onset of hy­
drodynamic behavior. For a first estimate of potential
impact erosion speeds, we assume fully plastic impacts.
We treat the avalanche particle as a rigid sphere with
radius r ( == dp/2), density Pp and mass mp == PpVp and
the snowpack as a porous, rigid and perfectly plastic
material with compressive yield strength Y. During im­
pact the latter decelerates the particle and deflects it
upwards (provided the particle is not completely sub­
merged in the snowcover). If the impact angle a (mea­
sured from the x-axis and thus negative) is sufficiently
small, the particle will not be stopped completely but
will leave the snowcover again.

The equations of motion for the impinging particle
read (neglecting aerodynamic drag):

X= g sin ø - :L (sin(a + /3) + µcos(a + {3)) , (4)
p

i == -g cos ¢ + pL (cos (a + /3) - µ sin (a + /3) ) , (5)
mp

where ¢ is the slope angle, PL == PdAe is the force
due to the plastic flow pressure acting in the line of mo-

Figure 2: Rigid snow particle impacting onto the plas­
tic snowpack. Adapted from (Rickerby and Macmillan,
1980) ).

tion and µPL is the contribution of the Coulomb friction
tangential to the motion. Ae is the projection of the in­
stantaneous contact area onto the plane defined by AB
and the y-axis (see Fig. 2).

The plastic flow pressure is approximated as Pd ~
cpY. For solids, cp ~ 3 in the fully plastic stage. cp is
close to unity in porous media in the fully plastic stage
and for small indentations. With increasing indenta­
tion, Cp increases to about 3, reflecting strain hardening.
Thus, snow as a porous medium might have a cp similar
to that of foams, for which Wilesa and others (1975)
give

for the case of an indenting sphere. The critical strain
Em is given in Eq. 3. Further hardening of the snowpack
due to dynamic flow effects is disregarded. The total
volume Ve of the impact crater is

Ve = l' A(t) · Vp(t)dt , (7)

where A(t) is the penetrating cross-sectional area per­
pendicular to the line of motion, UP (t) is the instan­
taneous velocity of the particle, and ti is the duration
of the impact. For a full description of the geometric
relations we refer to (Rickerby and Macmillan, 1980).
To calculate the total crater volume, (4) and (5) are
solved numerically. The impact angle ai, needed as an
initial condition, depends on the ratio between terminal
velocity of the particle, Wt, and avalanche velocity and
might also be influenced by the turbulence. The number
of particle impacts per unit time and unit area, Ni, can
be approximated by

(8)

here c/2 is the volume concentration of particles in
downward motion. The erosion speed due to particle
impacts can now be written as

(9)

Each particle impact causes a momentum transfer
mp(UpIII - UpOII) from the avalanche to the snowpack
even without entrainment, where UpOII and Uplll are the
mean particle velocities parallel to the surface before
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Figure 3: Impact erosion speed vs. snow density, with
the avalanche velocity as parameter; Pav = 10 kg m-3;
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Figure 4: Shear stress due to momentum loss of im­
pacting particles vs. snow density, with the avalanche
velocity as parameter; Pav= lOkgm-3; dp = 0.25mm;
¢ = 0°; UpeJI = 0.

and after the impact, respectively. Some of this mo­
mentum is returned to the flow by the fraction T/ei of
ejected particles (with mean initial velocity UpeJI) that
are eventually entrained by the avalanche. The differ­
ence of the two contributions is the so-called grain-borne
shear stress:

Figures 3 and 4 plot the calculated impact erosion
speeds and grain-borne shear stresses due to particle
impact versus the snow density. The essentially expo­
nential dependence on the snow density is a result of
Eq. 2. Another controlling factor is the impact angle.
The erosion speed grows with increasing impact angle
and thus with particle size because larger particles have
a higher fall velocity W1 and thus tend to impact under a
steeper angle. The dependence on the impact angle also
influences the relationship between avalanche speed and
erosion speed because the impact angle decreases with
increasing avalanche speed. If the impact angle is ar­
tificially kept constant in the simulations, uu; ex u~v,
with n > 2, but if it is made to vary according to
ai = - arctan(W1 cos ¢/uav), one finds l < n < 2 (for
dp = 25 mm, n ~ 1.5). Note that the growth of the
erosion speed with increasing impact angle is sharply

limited by the maximum angle (depending on the im­
pact velocity) beyond which the particle gets absorbed
in the snowpack.

3.2 Abrasion

The methods developed for impact erosion may also be
applied to estimate the abrasion speed. Consider a snow
particle indenting the snowpack and sliding parallel to
the surface (a = 0). The particle equations of motion
(4) and ( 5) are supplemented with an overburden load
L and the traction exerted by the avalanche:

x

z

(g+!:_) sin¢ - h (sin f3+µcos /3) + Fv, (11)
mp mp mp

-(g+!:_) cos¢+ PL (cos /3- µ sin /3) . (12)
mp mp

L is determined by the effective pressure transferred
through the particle lattice within the avalanche. We
assume that each snow block at the interface carries the
load L= Pavghav/Nb, with Nb the number of blocks per
unit footprint area. For simplicity, the traction is ex­
pressed as a drag: FD~ 0

2D Pav1rr2luav - Upl(uav - Up),
with Up the velocity of the sliding particle. The drag
coefficient, CD, depends on the flow regime.

In the present case of surface-parallel sliding, the left­
hand side of (12) vanishes, and the plastic-flow pressure
times the z-component of A, balance the load due to
the particle and its overburden. At the same time the
plastic-flow pressure times the x-component of A, acts
as the retarding force in (11). Summing the retarding
forces over all Nb blocks gives the frictional stress, TJ,
acting at the bottom of the avalanche. As long as the
slope-parallel component of gravity and the drag force
acting on the blocks together equal or exceed the re­
tarding force, the blocks plow through the snowcover
and erode it. If the retarding force exceeds the driving
forces, the blocks decelerate and the drag force grows
accordingly; however, if the maximum drag force is in­
sufficient to overcome the retarding force on the block,
deposition begins. The total shear stress at the interface
between the plowing blocks and the overriding layer of
the avalanche also includes the drag forces on the eroded
snow that accelerate it to the avalanche velocity during
mixing.

The material eroded by one block per unit time is
proportional to the penetrating cross-sectional area, A,
perpendicular to the flow direction and the mean veloc­
ity of the block, Up. Hence, the erosion speed due to
abrasion is

(13)

Figures 5 and 6 show the simulated abrasion rates and
frictional stresses, Tf, as functions of the snowcover den­
sity. The parameters used are given in Table l. The
avalanche speed, Uav, is not treated as a dynamical vari­
able here but as an externally prescribed constant. The
determining factors for the abrasion speed are the snow
density (via the exponential dependence of strength on
density) and the effective overburden of the particles
at the base. There is only a weak particle-size de­
pendence. The shear stress between the plowing parti­
cles and the snowcover diminishes with increasing snow

4



101

";-
C/) 10°-S
ro
~
"'O 10-1Q)
Q)
a.
C/)

c
0
·u5 10-2cu
.0 +
<(

Table l: Compilation of parameters used in the simula­
tion of abrasion. dp: particle diameter; pp: particle den­
sity; Pav: avalanche density; hav: avalanche flow depth;
µ: apparent dry-friction coefficient of the particle; slope
angle ¢ == 0°.
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Figure 5: Abrasion speed vs. density of the snowpack for
the parameter sets listed in Table l. Avalanche velocity
is treated as an externally prescribed constant; erosion
rates in real avalanches would be significantly lower.
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Figure 6: Shear (frictional) stress due to abrasion vs.
snow density for the parameter sets listed in Table l.
The inset shows the corresponding friction coefficient µ.

strength because the grooves strongly diminish in depth
and the slope-parallel component of the resistance force
at the interface becomes rather small while the slope­
perpendicular component remains constant.

4 EROSION MECHANISMS
AVALANCHE FRONT

AT THE

In avalanches, aerodynamic entrainment of the snow­
cover might play a role just in front of the avalanche
where ambient air is rapidly displaced by the approach­
ing avalanche. This phase may last about 1-2 s in a
developed powder snow avalanche. Estimates using the
widely used excess shear-stress approach for the erosion
speed (see e.g. Anderson and Haff, 1991) show that the
erosion speeds are in the range of 0-0.003 m s-1 under
the most favorable assumptions and thus negligible.

4.1 Fluidization of the snowpack by pore air
displacement

Excess pore-water pressure can fluidize river beds and
thus significantly affect the erosion process (Simon and
Collison, 200 l). An air pressure gradient can also arise
at the front of snow avalanches where (i) the rapid flow
of the dilute snow-air mixture causes a pressure drop

Simulation dp PP Pav hav µ
[mm] [kgm-3] [kgm-3] [m] [-]

A531 100 450 200 2 0.1
A431 10 500 200 2 0.1
A231 l 750 200 2 0.1
AL431 10 500 200 l 0.1

above the snowcover, or ( ii) the snowcover is rapidly
compacted by the avalanche and pore air tries to escape
through the undisturbed snowcover.

The first-mentioned situation is expected to occur
during the passage of a dilute avalanche front, in which
the pressure drop is bi..p rv ½ PaJU~f. PaJ and Uaf are the
density and avalanche speed at the front. This pressure
drop has been measured in experiments with ping-pong
balls (McElwaine and Nishimura, 2001). Due to this
drop, a pressure difference between the interior of the
snowpack and the surface builds up during a short but
finite time, tf, of front passage, persists for a while and
vanishes gradually. A given volume of snow becomes flu­
idized when the force due to the flow of escaping air ex­
actly balances the net force due to gravity and strength.
Taking for simplicity a hexahedral control volume with
length l ( rv Uav tf) and width w, and assuming tensile
strength Yt and shear strength Y8, fluidization should
occur to a depth

d _ ~p(de, t/tr) - Yt
e - pg COS cp + 2 liwwY8

(14)

This is an implicit equation for de, showing that simul­
taneous fluidization of as large an area as the pressure
gradient permits is most advantageous. The effective­
ness in fluidizing the top of the snowcover moreover
depends crucially on the ratio of the build-up time,
tf, to the pressure relaxation time, tr (~ vd~ / (kRT),
where k is the intrinsic permeability of the snowpack,
v the kinematic viscosity of air, R the specific gas con­
stant of air and T the temperature). The erosion speed
Wef is on the order of de/tf. At present it is unclear
whether fluidization due to pressure drop can occur at
the front of the saltation layer, as no firm data from
snow avalanches is available. Estimates of the pres­
sure drop required for fluidizing snowcovers with density
from 75 to 200 kg m-3 yield velocities in the range from
20 to 75 m s-1 if a (powder-snow) avalanche density of
5kgm-3 is assumed. However, even if complete flu­
idization is not reached, this mechanism will contribute
to the weakening and destruction of the snowpack and
is a candidate mechanism for the blast-like erosion seen
in Fig. l.

The second mechanism involves rapid (adiabatic)
compression of the snowcover by the weight of the
avalanche flowing over it or plowing into it. Snow com­
paction from a density Pso to Psl leads to a pore-air

5



Pso

Figure 7: Schematic representation of air flow through
the snowpack ahead of the moving avalanche.
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pressure rise

b,.p = Po [ ( Pi - pso) 1.4 - 1]
Pi - Psl

(15)

Figure 8: Schematic representation of the head region of
a dense- flow avalanche plowing through the snowpack.
The triangle represents the control volurne for which
the jump conditions have to be solved. de indicates the
erosion depth and de the part of the snowpack which
will be compacted by the avalanche.

where p0 is atmospheric pressure. Some of the pore air
is pressed at high speed through the snowcover ahead
of the avalanche front in a narrow zone, the length of
which is comparable to the erosion depth at the front,
i. e., at most a few meters and probably less. The pres­
sure gradient is non-uniform and depends strongly on
the geometry of the avalanche head; it should be great­
est where the avalanche front intersects the snowcover.
Depending on the snow strength and the pressure dif­
ference b,.p, there is a limiting depth de below which the
pressure gradient is too weak to fluidize the snowcover.

To illustrate the mechanism, we approximate
the streamlines ahead of the (slope-perpendicular)
avalanche front by concentric quarter-circles about the
intersection of the avalanche front and the snowcover
(point M in Fig. 7). From the balance of the moments
of the gravity, pressure and shear forces, the erosion
depth is estimated as

de = ~ b,.p - 1rYs .
2 psg (cos ¢ - sin ¢)

(16)

The mean erosion speed according to Eq. 16 is equal
to Uav. However, this estimate implies that the pene­
tration depth of the avalanche front adapts to potential
erosion depth. For a more comprehensive approach see
discussion in Sec. 6 and the following section.

4.2 Plowing

It has been observed that the front of dense-flow
avalanches plows through the snowpack and entrains
large quantities of snow thereby, even at moderate veloc­
ities. Such plowing implies that the snowpack undergoes
strong, rapid shearing and compaction just ahead of the
avalanche. We expect the length of this area to be about
l to 3 m. Part of the snowcover is compacted and over­
flowed by the avalanche (which may ultimately abrade
it). The upper part of the plowed snowcover layer is
pushed onto the avalanche front where it may pile up
or get advected to the avalanche body, possibly being
comminuted and suspended.

In order to describe the compaction and erosion pro­
cess, consider a prismatic control volume bounded by
three surfaces (see Fig. 8). Surface b forms the shear
surface, surface c is the boundary towards the avalanche,
and surface a forms the boundary to the air flow above.

Across each of these surfaces, the jump conditions for
mass and momentum must be fulfilled:

[ Pr (Ur - Cr) · llr]
[Prllr(Ur - Cr)· n.] - [tr· llr]

0,
0,

(17)
(18)

where r indicates the surfaces a, b and c, respectively.
Cr is the velocity of the (non-material) surfaces, and
t · n is the normal stress onto the respective surface.
The erosion depth de is strongly influenced by the nor­
mal stresses at the shear plane b. Here, the determining
quantities are the compressibility of the snowpack and
the overburden load from the avalanche head. Across
the interface a, excess pore-air pressure generated by
the compaction may play a role in supporting the de­
velopment of the saltation layer on the upper surface of
the dense core. Along the surface c, dispersive pressure
may come into play. Further study of this problem is
needed in order to obtain approximate solutions that
can be compared to measurements.

Two entrainment models have been published that
contain elements of the analysis suggested above: Grigo­
rian and Ostroumov (1977) consider only one jump sur­
face underneath the dense core; the entire entrainment
is into the dense flow. The model by Sailer and others
(2002) distinguishes between entrainment into the dense
flow and into the suspension layer, but the jump con­
ditions for the momentum are not evaluated and hence
neither the erosion depth nor the ratio between entrain­
ment at the bottom and at the top can be determined
dynamically in their model.

5 COMPARISON WITH EXPERIMENTS
AND FIELD OBSERVATIONS

Figure l shows the time evolution of the snowcover and
flow depths as well as the erosion speed for the giant
avalanche of 1999/02/25 at the Vallee de la Sionne test
site in Switzerland. The plot is derived from data from
a profiling radar located in the upper track (Dufour and
others, 1999). The association of different areas in the
avalanche with different flow regimes is based on the
radar echo intensity; the suspension layer is invisible to
the FMCW radar. The preliminary analysis of simulta­
neous Doppler radar measurements indicates velocities
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on the order of 50 m s-1 at that point. The snow den­
sity was in the range 170-300 kg m-3. Approximately
0.7 m of snow are eroded virtually instantaneously at
the leading front of the saltation layer, corresponding
to an erosion speed of about 2.5 m s-1. In the following
5 s, erosion is more gradual, with erosion speeds decreas­
ing from 0.25 m s-1 to near zero. During this time, an
approximately 0.5 m thick layer of higher echo intensity
can be seen, indicating a higher density and/or larger
block size than in the upper reaches of the saltation
layer. The second peak at 18-19 s in the erosion speed
curve is tentatively interpreted as a snow block ripped
out of a stronger layer. After that, the average erosion
speed is about 0.05 m s-1 and no denser bottom layer
is found until the dense core arrives. During the first
second of its passage, the erosion speed jumps back to
about 0.15 m s-1, but no further erosion is observed af­
terwards. Snow deposition takes place during the last
l Os of the passage of the dense part. Over the entire
avalanche passage (lasting about 45 s), the mean ero­
sion speed is 0.05 m s-1.
This recording suggests that both a very rapid plow­

ing or fluidization mechanism at the front and gradual,
impact-driven erosion in a relatively dilute avalanche
head (tentatively identified as the saltation layer, with
an estimated density around lO0kgm-3) may occur in
large dry-snow avalanches. Additional radar recordings
from the same site lend support to this conclusion (Du­
four and others, 1999), although the ratio of the masses
entrained by the different mechanisms varies consider­
ably. A much more detailed analysis combining data
from different sensors and comprising all avalanches
measured at the test site is needed for correlating these
differences with the dynamics of the avalanches.

For a number of small avalanches, Sovilla and others
(2001) carried out a systematic study of the mass bal­
ance at the avalanche test site Monte Pizzac at Arabba
in the Dolomites, Italy. Additional information on
these avalanches is contained in (Sommavilla and So­
villa, 1998; Sovilla and Bartelt, 2002). Perhaps the best
described among these events is that of 1997/12/21.
The most reliable data for the estimation of the erosion
speed are given at the pole no. l (position A) at 2024 m
a. s. l. For the event of 1999/03/05, the width of the
track swept by the avalanche had to be estimated. Both
events are classified as dry dense-flow avalanches. Ta­
ble 2 summarizes the measurements for these two events
at pole no. l and gives the calculated mean erosion speed
and the inferred avalanche density. The avalanche den­
sity of the 1997/12/21 event, inferred from the volume
and mass estimates, compares quite well with the re­
ported pressures if Pimpact ~ Pavu;v is assumed for the
10 cm diameter load cells used at Monte Pizzac. The
pressure sensor at l m above ground was just above the
snow surface and thus should reflect the pressure in the
flowing part of the avalanche.

Field observations on a small to medium avalanche
in Seewis, Grisons (Issler and others, 1996), where the
powder-snow part separated from the dense flow at a
sharp turn of the gully, allow to estimate the erosion
speed within the saltation layer, provided several reason­
able but not directly verifiable assumptions are made.
The new snow layer had a depth of 0.7-1 m and a den-

Table 2: Compilation of measurements at pole no. l
in the Monte Pizzac path, after (Sommavilla and So­
villa, 1998; Sovilla and others, 2001; Sovilla and Bartelt,
2002), and calculated erosion speeds and avalanche den­
sities at the same point.

Event 1997/12/27 1999/03/05
Measurements
Velocity 24 ms-1 19ms-1

Time of passage 9.25s 12.7s
Mean flow depth lm lm
Total mass 365t 200t
Entrained mass / area 150kgm-2

Pressure at 1.0 / 1.8 m 80 / 50kPa
Snowcover density 140-290kgm-3 160-320kgm-3

Inferred avalanche parameters
Length 220m 220m
Width 13.5m ~ 10m
Erosion rate (mean) 17. l kg m-2 s-1 8.2 kg m-2 s-1

Erosion speed (mean) 0.075 ms-1 0.034ms-1

Avalanche density 120kgm-3 90kgm-3

sity of approximately 120kgm-3. Tracers (mostly fir
needles and twigs) in two snow pits excavated at differ­
ent locations showed that the new snow layer was com­
pletely eroded at one location and reduced to 10-20 cm
at the other; it remains an open question whether old
snow was eroded at the location of the first snow pit.

In the first pit location, the deposit depth measured
30-50 cm and the largest particles had diameters up to
40 cm; in the second, the deposit depth varied between
5 and 10 cm and the largest snow particles had the size
of an egg. Depending on the assumed deposit density
(measurements are not available), mass deposition from
the tail of the powder-snow avalanche was comparable to
the erosion in the head at snow pit no. l, but clearly less
at location no. 2 despite the less violent erosion there.
This can be explained by the location of the snow pits:
Pit no. 2 is close to the side of the path, but in fairly
steep terrain, so the velocities were generally lower than
in the center of the track, but even the dilute tail is
expected not to decelerate. Pit no. l, in contrast, is
in the center of the powder-snow avalanche path, but
further downstream in less steep terrain shortly after
the cloud had to climb about 20 m along the steep side
wall of the gully turn.

From numerical simulations, the front velocity and
the length of the powder snow avalanche are estimated
as 35 m s-1 and 300 m, respectively. If we further as­
sume that erosion occurred only in the front half and
deposition only in the tail half, the mean erosion speed
was around 0.2ms-1 at pit no. l and 0.lms-1 at pit
no. 2. Similar erosion speeds are inferred in the run-up
area of the large l 999/02/ l 0 avalanche at Vallee de la
Sionne where almost the entire snow pack of 2 m depth
was eroded near the shelter (Dufour and others, 1999)
and the deposit depth varied from 0.2 to 2 m over dis­
tances of 10-20 m.

Table 3 summarizes the predicted contributions to
the erosion speeds from fluidization, impact erosion and
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Table 3: Simulated erosion speeds in m s-1 for the
four events described in the text. The assumptions
for the density of the Vallee de la Sionne avalanche
(VdlS) of 1999/02/25 are: leading part of the saltation
layer (SL), 90kgm-3; dense part (DF), 200kgm-3. For
the 1995/01/11 avalanche near Seewis, a density of 5-
10 kg m-3 was assumed for the powder snow part. Val­
ues in parentheses indicate the contribution of the re­
spective mechanism to the total erosion depth.

Mechanism VdlS
99/02/25

Fluidization 13.0
(1.34m)

Impact 0.23 (SL)
Plowing ?

Abrasion 0.16 (DF)

Monte Pizzac
97/12/27 99/03/05 95/01/11

0.08 0.02
? ?

0.06 0.02

Seewis

9.1
(l.Om)

0.03-0.06

abrasion in the four avalanches discussed in Sec. 5. We
have not developed a dynamical model for the plowing
mechanism yet, so no predictions can be made; it is very
likely, however, that the powder-snow part of the Seewis
avalanche did not erode by plowing. Considering the un­
certainty and incompleteness of the measurements, the
agreement between the measured (or inferred) entrain­
ment speeds and the model predictions is encouraging.
For the two events at Monte Pizzac, simulated abrasion
and impact erosion speeds are similar; it is quite conceiv­
able that the front of those avalanches was more dilute
than the main body and that impact erosion dominated
in the front, abrasion in the body. For the 1999/02/25
event at Vallee de la Sionne, the maximum impact ero­
sion speed is approximately 1.3 m s-1 for reasonable as­
sumptions. This is about half the erosion speed inferred
from the radar measurement, thus the observed erosion
during the front passage cannot be explained by impact
erosion alone. The field observations from Seewis also
indicate that either our estimates are too low, or an ad­
ditional mechanism is operating; fluidization is an obvi­
ous candidate but more work is needed to make testable
predictions.

6 DISCUSSION AND CONCLUSIONS

In this exploratory study, five potential mechanisms for
erosion in snow avalanches have been identified. Surface
fatigue wear may occasionally occur as localized mobi­
lization of a deeper layer in the snowpack, but may be
neglected at present. Impact erosion and abrasion have
many common aspects, but the conditions for their oc­
currence are quite different, especially with regard to
the avalanche density. Neither mechanism has been
observed directly, but grooves and impact holes have
been seen in several cases. Under the mechanical condi­
tions in the saltation layer (relatively low density, large
blocks, high velocities), impact erosion appears quite
unavoidable. It is conceivable that the saltation layer
often erodes the snowcover down to a hard layer of old
snow on which the snow blocks in the bottom layer of
the dense core are quickly comminuted and abrasion be­
comes negligible.

The plowing and fluidization mechanisms may be
more intimately connected than our crude and incom­
plete treatment in Sec. 4 suggests; perhaps they should
be regarded as two aspects of a single phenomenon. Af­
ter all, plowing represents the most efficient mechanism
for generating a strong pressure gradient in the snow­
cover immediately in front of the avalanche. Both pro­
cesses are subjected to feedback mechanisms that re­
quire further study and need to be formulated mathe­
matically.

We wish to emphasize two points: First, abrasion, im­
pact erosion, plowing and fluidization all have the poten­
tial to contribute strongly to entrainment under certain
conditions, and they do so in different locations of the
avalanche. Thus they all need to be studied further and
eventually incorporated into a comprehensive entrain­
ment/deposition model for avalanche simulation codes.
Second, when soft fresh snow is abundant-i. e., un­
der the conditions that favor large, catastrophic mixed
avalanches-acceleration of the eroded snow and mixing
with the avalanche is the limiting factor. The resistance
of the snowcover against erosion becomes important if
the snowcover is old and/or relatively warm and humid.

Further progress in the modeling of erosion and en­
trainment requires not only dedicated theoretical stud­
ies of the candidate mechanisms, but also a series of ex­
periments that shed light on the unresolved questions.
Some of the experiments are best carried out in the lab­
oratory (or on an outdoor chute), others require a well­
equipped full-size test site. In the authors' opinion, the
most promising approaches are:

• High-resolution close-up videos of avalanches in
(natural) chutes, taken from the side, will help dis­
tinguish between different erosion mechanisms.

• Pore pressure measurements. Such measurements
have been carried out at the bottom of debris flows
(Iverson, 1997) and should also be feasible in snow
avalanches, preferably at several levels on an instru­
ment support structure.

• Particle-impact experiments with snowballs of vari­
ous sizes and hardness, different velocities, and im­
pact angles onto a snow surface of known proper­
ties.

• Direct measurements of the erosion rate. In real
avalanches, the erosion rate is usually limited by the
large force needed to accelerate the eroded snow. It
might be possible to design laboratory experiments
in which the "avalanche" body is pulled across the
snowcover at constant speed, irrespective of the en­
trainment rate and the force needed.

• Tracer experiments to determine the degree of mix­
ing of eroded snow into the avalanche. In chutes
or small avalanche tracks, various kinds of tracers
could be deployed in different locations along the
track and at various depths in the snowcover be­
fore the avalanche release.

• Measurement of velocity profiles and density.

More than one erosion mechanism has to be included
in a satisfactory avalanche model: The measurements
available so far indicate clearly that entrainment takes
place both at the front and along the bottom of the
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avalanche body. The flow regime determines which
mechanism is dominant; plowing and abrasion require
a dense, solid-like avalanche body, perhaps a plug flow,
whereas impact erosion seems to be limited to more
dilute flows (probably identifiable with the saltation
layer). We anticipate a delicate interplay between ero­
sion by fluidization and the avalanche density: The pres­
sure gradient necessary for fluidization is produced only
if the avalanching snow is sufficiently hard, dense and
impermeable, but the fluidization process itself has the
tendency to dilute the avalanche front.

The erosion models presented here were not designed
for direct use in any numerical code. Once the mecha­
nisms are better understood, they have to be formulated
in terms of the dynamical variables and parameters of
the respective model. In view of the flow-regime depen­
dence discussed above, advanced avalanche models ex­
plicitly recognizing different flow regimes-e. g., multi­
layer models or models with dispersive pressure regulat­
ing the local density-are to be preferred over simple
two-parameter models as platforms for realistic entrain­
ment modules.
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